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PREFACE

The success of the first seven editions of Intermediate Microeconomics has
pleased me very much. It has confirmed my belief that the market would
welcome an analytic approach to microeconomics at the undergraduate
level.

My aim in writing the first edition was to present a treatment of the
methods of microeconomics that would allow students to apply these tools
on their own and not just passively absorb the predigested cases described
in the text. I have found that the best way to do this is to emphasize
the fundamental conceptual foundations of microeconomics and to provide
concrete examples of their application rather than to attempt to provide
an encyclopedia of terminology and anecdote.

A challenge in pursuing this approach arises from the lack of mathemat-
ical prerequisites for economics courses at many colleges and universities.
The lack of calculus and problem-solving experience in general makes it
difficult to present some of the analytical methods of economics. How-
ever, it is not impossible. One can go a long way with a few simple facts
about linear demand functions and supply functions and some elementary
algebra. It is perfectly possible to be analytical without being excessively
mathematical.

The distinction is worth emphasizing. An analytical approach to eco-
nomics is one that uses rigorous, logical reasoning. This does not neces-
sarily require the use of advanced mathematical methods. The language
of mathematics certainly helps to ensure a rigorous analysis and using it
is undoubtedly the best way to proceed when possible, but it may not be
appropriate for all students.
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Many undergraduate majors in economics are students who should know
calculus, but don’t—at least, not very well. For this reason I have kept cal-
culus out of the main body of the text. However, I have provided complete
calculus appendices to many of the chapters. This means that the calculus
methods are there for the students who can handle them, but they do not
pose a barrier to understanding for the others.

I think that this approach manages to convey the idea that calculus is
not just a footnote to the argument of the text, but is instead a deeper
way to examine the same issues that one can also explore verbally and
graphically. Many arguments are much simpler with a little mathematics,
and all economics students should learn that. In many cases I've found
that with a little motivation, and a few nice economic examples, students
become quite enthusiastic about looking at things from an analytic per-
spective.

There are several other innovations in this text. First, the chapters are
generally very short. I've tried to make most of them roughly “lecture
size,” so that they can be read at one sitting. I have followed the standard
order of discussing first consumer theory and then producer theory, but
I’ve spent a bit more time on consumer theory than is normally the case.
This is not because I think that consumer theory is necessarily the most
important part of microeconomics; rather, I have found that this is the
material that students find the most mysterious, so I wanted to provide a
more detailed treatment of it.

Second, I've tried to put in a lot of examples of how to use the theory
described here. In most books, students look at a lot of diagrams of shifting
curves, but they don’t see much algebra, or much calculation of any sort for
that matter. But it is the algebra that is used to solve problems in practice.
Graphs can provide insight, but the real power of economic analysis comes
in calculating quantitative answers to economic problems. Every economics
student should be able to translate an economic story into an equation or
a numerical example, but all too often the development of this skill is
neglected. For this reason I have also provided a workbook that I feel is
an integral accompaniment to this book. The workbook was written with
my colleague Theodore Bergstrom, and we have put a lot of effort into
generating interesting and instructive problems. We think that it provides
an important aid to the student of microeconomics.

Third, I believe that the treatment of the topics in this book is more
accurate than is usually the case in intermediate micro texts. It is true
that I’ve sometimes chosen special cases to analyze when the general case
is too difficult, but I've tried to be honest about that when I did it. In
general, I've tried to spell out every step of each argument in detail. T
believe that the discussion I've provided is not only more complete and more
accurate than usual, but this attention to detail also makes the arguments
easier to understand than the loose discussion presented in many other
books.
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There Are Many Paths to Economic Enlightenment

There is more material in this book than can comfortably be taught in one
semester, so it is worthwhile picking and choosing carefully the material
that you want to study. If you start on page 1 and proceed through the
chapters in order, you will run out of time long before you reach the end
of the book. The modular structure of the book allows the instructor a
great deal of freedom in choosing how to present the material, and I hope
that more people will take advantage of this freedom. The following chart
illustrates the chapter dependencies.

The Market

Preferences

Intertemporal Choice

Revealed Preference

[ Asset Markets | lc 's Surplus | [Market Demand | | Slutsky Equati |

Buying and Selling

Exchange

Demand

~
Equilibrium

Profit Maximization (€

N4
Production | [ Welfare |

[Monopal Beaior <22 anopoly_} Otgapoly
[ Factor Markets tfll Externalities |
——————— ;

The dark colored chapters are “core” chapters—they should probably be
covered in every intermediate microeconomics course. The light-colored
chapters are “optional” chapters: I cover some but not all of these every
semester. The gray chapters are chapters I usually don’t cover in my course,
but they could easily be covered in other courses. A solid line going from
Chapter A to Chapter B means that Chapter A should be read before
chapter B. A broken line means that Chapter B requires knowing some
material in Chapter A, but doesn’t depend on it in a significant way.

I generally cover consumer theory and markets and then proceed directly
to producer theory. Another popular path is to do exchange right after
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consumer theory; many instructors prefer this route and I have gone to
some trouble to make sure that this path is possible.

Some people like to do producer theory before consumer theory. This is
possible with this text, but if you choose this path, you will need to sup-
plement the textbook treatment. The material on isoquants, for example,
assumes that the students have already seen indifference curves.

Much of the material on public goods, externalities, law, and information
can be introduced earlier in the course. I've arranged the material so that
it is quite easy to put it pretty much wherever you desire.

Similarly, the material on public goods can be introduced as an illus-
tration of Edgeworth box analysis. Externalities can be introduced right
after the discussion of cost curves, and topics from the information chapter
can be introduced almost anywhere after students are familiar with the
approach of economic analysis.

Changes for the Eight Edition

In this edition I have added several new examples involving events, in-
cluding copyright extension, asset price bubbles, counterparty risk, value
at risk, and carbon taxes. I have continued to offer examples drawn from
Silicon Valley firms such as Apple, eBay, Google, Yahoo and others. T dis-
cuss topics such as the complementarity between the iPod and iTunes, the
positive feedback associated with companies such as Facebook, and the ad
auction models used by Google, Microsoft, and Yahoo. I believe that these
are fresh and interesting examples of economics in action.

I've also added an extended discussion of mechanism design issues, in-
cluding two-sided matching markets and the Vickrey-Clarke-Groves mech-
anisms. This field, which was once primarily theoretical in nature, has now
taken on considerable practical importance.

The Test Bank and Workbook

The workbook, Workouts in Intermediate Microeconomics, is an integral
part of the course. It contains hundreds of fill-in-the-blank exercises that
lead the students through the steps of actually applying the tools they have
learned in the textbook. In addition to the exercises, Workouts contains a
collection of short multiple-choice quizzes based on the workbook problems
in each chapter. Answers to the quizzes are also included in Workouts.
These quizzes give a quick way for the student to review the material he
or she has learned by working the problems in the workbook.

But there is more ...instructors who have adopted Workouts for their
course can make use of the Test Bank offered with the textbook. The
Test Bank contains several alternative versions of each Workouts quiz.
The questions in these quizzes use different numerical values but the same
internal logic. They can be used to provide additional problems for students
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to practice on, or to give quizzes to be taken in class. Grading is quick
and reliable because the quizzes are multiple choice and can be graded
electronically.

In our course, we tell the students to work through all the quiz questions
for each chapter, either by themselves or with a study group. Then during
the term we have a short in-class quiz every other week or so, using the
alternative versions from the Test Bank. These are essentially the Work-
outs quizzes with different numbers. Hence, students who have done their
homework find it easy to do well on the quizzes.

We firmly believe that you can’t learn economics without working some
problems. The quizzes provided in Workouts and in the Test Bank make
the learning process much easier for both the student and the teacher.

A hard copy of the Test Bank is available from the publisher, as is the
textbook’s Instructor’s Manual, which includes my teaching suggestions
and lecture notes for each chapter of the textbook, and solutions to the
exercises in Workouts.

A number of other useful ancillaries are also available with this text-
book. These include a comprehensive set of PowerPoint slides, as well
as the Norton Economic News Service, which alerts students to economic
news related to specific material in the textbook. For information on
these and other ancillaries, please visit the homepage for the book at
http://www.wwnorton.com/varian.

The Production of the Book

The entire book was typeset by the author using TgX, the wonderful type-
setting system designed by Donald Knuth. I worked on a Linux system
and using GNU emacs for editing, rcs for version control and the TEXLive
system for processing. I used makeindex for the index, and Trevor Darrell’s
psfig software for inserting the diagrams.

The book design was by Nancy Dale Muldoon, with some modifications
by Roy Tedoff and the author. Jack Repchek coordinated the whole effort
in his capacity as editor.
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CHAPTER 1

THE MARKET

The conventional first chapter of a microeconomics book is a discussion of
the “scope and methods” of economics. Although this material can be very
interesting, it hardly seems appropriate to begin your study of economics
with such material. It is hard to appreciate such a discussion until you
have seen some examples of economic analysis in action.

So instead, we will begin this book with an example of economic analysis.
In this chapter we will examine a model of a particular market, the market
for apartments. Along the way we will introduce several new ideas and tools
of economics. Don’t worry if it all goes by rather quickly. This chapter
is meant only to provide a quick overview of how these ideas can be used.
Later on we will study them in substantially more detail.

1.1 Constructing a Model

Economics proceeds by developing models of social phenomena. By a
model we mean a simplified representation of reality. The emphasis here
is on the word “simple.” Think about how useless a map on a one-to-one



2 THE MARKET (Ch. 1)

scale would be. The same is true of an economic model that attempts to de-
scribe every aspect of reality. A model’s power stems from the elimination
of irrelevant detail, which allows the economist to focus on the essential
features of the economic reality he or she is attempting to understand.

Here we are interested in what determines the price of apartments, so
we want to have a simplified description of the apartment market. There
is a certain art to choosing the right simplifications in building a model. In
general we want to adopt the simplest model that is capable of describing
the economic situation we are examining. We can then add complications
one at a time, allowing the model to become more complex and, we hope,
more realistic.

The particular example we want to consider is the market for apartments
in a medium-size midwestern college town. In this town there are two
sorts of apartments. There are some that are adjacent to the university,
and others that are farther away. The adjacent apartments are generally
considered to be more desirable by students, since they allow easier access
to the university. The apartments that are farther away necessitate taking
a bus, or a long, cold bicycle ride, so most students would prefer a nearby
apartment ... if they can afford one.

We will think of the apartments as being located in two large rings sur-
rounding the university. The adjacent apartments are in the inner ring,
while the rest are located in the outer ring. We will focus exclusively on
the market for apartments in the inner ring. The outer ring should be inter-
preted as where people can go who don’t find one of the closer apartments.
We’ll suppose that there are many apartments available in the outer ring,
and their price is fixed at some known level. We’ll be concerned solely with
the determination of the price of the inner-ring apartments and who gets
to live there.

An economist would describe the distinction between the prices of the two
kinds of apartments in this model by saying that the price of the outer-ring
apartments is an exogenous variable, while the price of the inner-ring
apartments is an endogenous variable. This means that the price of
the outer-ring apartments is taken as determined by factors not discussed
in this particular model, while the price of the inner-ring apartments is
determined by forces described in the model.

The first simplification that we’ll make in our model is that all apart-
ments are identical in every respect except for location. Thus it will
make sense to speak of “the price” of apartments, without worrying about
whether the apartments have one bedroom, or two bedrooms, or whatever.

But what determines this price? What determines who will live in
the inner-ring apartments and who will live farther out? What can be
said about the desirability of different economic mechanisms for allocating
apartments? What concepts can we use to judge the merit of different
assignments of apartments to individuals? These are all questions that we
want our model to address.
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1.2 Optimization and Equilibrium

Whenever we try to explain the behavior of human beings we need to have
a framework on which our analysis can be based. In much of economics we
use a framework built on the following two simple principles.

The optimization principle: People try to choose the best patterns of
consumption that they can afford.

The equilibrium principle: Prices adjust until the amount that people
demand of something is equal to the amount that is supplied.

Let us consider these two principles. The first is almost tautological. If
people are free to choose their actions, it is reasonable to assume that they
try to choose things they want rather than things they don’t want. Of
course there are exceptions to this general principle, but they typically lie
outside the domain of economic behavior.

The second notion is a bit more problematic. It is at least conceivable
that at any given time peoples’ demands and supplies are not compati-
ble, and hence something must be changing. These changes may take a
long time to work themselves out, and, even worse, they may induce other
changes that might “destabilize” the whole system.

This kind of thing can happen ... but it usually doesn’t. In the case
of apartments, we typically see a fairly stable rental price from month to
month. It is this equilibrium price that we are interested in, not in how the
market gets to this equilibrium or how it might change over long periods
of time.

It is worth observing that the definition used for equilibrium may be
different in different models. In the case of the simple market we will
examine in this chapter, the demand and supply equilibrium idea will be
adequate for our needs. But in more general models we will need more
general definitions of equilibrium. Typically, equilibrium will require that
the economic agents’ actions must be consistent with each other.

How do we use these two principles to determine the answers to the
questions we raised above? It is time to introduce some economic concepts.

1.3 The Demand Curve

Suppose that we consider all of the possible renters of the apartments and
ask each of them the maximum amount that he or she would be willing to
pay to rent one of the apartments.

Let’s start at the top. There must be someone who is willing to pay
the highest price. Perhaps this person has a lot of money, perhaps he is
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very lazy and doesn’t want to walk far ... or whatever. Suppose that this
person is willing to pay $500 a month for an apartment.

If there is only one person who is willing to pay $500 a month to rent
an apartment, then if the price for apartments were $500 a month, exactly
one apartment would be rented—to the one person who was willing to pay
that price.

Suppose that the next highest price that anyone is willing to pay is $490.
Then if the market price were $499, there would still be only one apartment
rented: the person who was willing to pay $500 would rent an apartment,
but the person who was willing to pay $490 wouldn’t. And so it goes. Only
one apartment would be rented if the price were $498, $497, $496, and so
on ... until we reach a price of $490. At that price, exactly two apartments
would be rented: one to the $500 person and one to the $490 person.

Similarly, two apartments would be rented until we reach the maximum
price that the person with the third highest price would be willing to pay,
and so on.

Economists call a person’s maximum willingness to pay for something
that person’s reservation price. The reservation price is the highest
price that a given person will accept and still purchase the good. In other
words, a person’s reservation price is the price at which he or she is just
indifferent between purchasing or not purchasing the good. In our example,
if a person has a reservation price p it means that he or she would be just
indifferent between living in the inner ring and paying a price p and living
in the outer ring.

Thus the number of apartments that will be rented at a given price p*
will just be the number of people who have a reservation price greater than
or equal to p*. For if the market price is p*, then everyone who is willing
to pay at least p* for an apartment will want an apartment in the inner
ring, and everyone who is not willing to pay p* will choose to live in the
outer ring.

We can plot these reservation prices in a diagram as in Figure 1.1. Here
the price is depicted on the vertical axis and the number of people who are
willing to pay that price or more is depicted on the horizontal axis.

Another way to view Figure 1.1 is to think of it as measuring how many
people would want to rent apartments at any particular price. Such a curve
is an example of a demand curve—a curve that relates the quantity
demanded to price. When the market price is above $500, zero apart-
ments will be rented. When the price is between $500 and $490, one
apartment will be rented. When it is between $490 and the third high-
est reservation price, two apartments will be rented, and so on. The
demand curve describes the quantity demanded at each of the possible
prices.

The demand curve for apartments slopes down: as the price of apart-
ments decreases more people will be willing to rent apartments. If there are
many people and their reservation prices differ only slightly from person to
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The demand curve for apartments. The vertical axis mea-
sures the market price and the horizontal axis measures how
many apartments will be rented at each price.

person, it is reasonable to think of the demand curve as sloping smoothly
downward, as in Figure 1.2. The curve in Figure 1.2 is what the demand
curve in Figure 1.1 would look like if there were many people who want to
rent the apartments. The “jumps” shown in Figure 1.1 are now so small
relative to the size of the market that we can safely ignore them in drawing
the market demand curve.

1.4 The Supply Curve

We now have a nice graphical representation of demand behavior, so let us
turn to supply behavior. Here we have to think about the nature of the
market we are examining. The situation we will consider is where there are
many independent landlords who are each out to rent their apartments for
the highest price the market will bear. We will refer to this as the case of a
competitive market. Other sorts of market arrangements are certainly
possible, and we will examine a few later.

For now, let’s consider the case where there are many landlords who all
operate independently. It is clear that if all landlords are trying to do the
best they can and if the renters are fully informed about the prices the
landlords charge, then the equilibrium price of all apartments in the inner
ring must be the same. The argument is not difficult. Suppose instead
that there is some high price, pp, and some low price, p;, being charged

Figure
1.1
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Demand curve for apartments with many demanders.
Because of the large number of demanders, the jumps between
prices will be small, and the demand curve will have the con-
ventional smooth shape.

for apartments. The people who are renting their apartments for a high
price could go to a landlord renting for a low price and offer to pay a rent
somewhere between p, and p;. A transaction at such a price would make
both the renter and the landlord better off. To the extent that all parties
are seeking to further their own interests and are aware of the alternative
prices being charged, a situation with different prices being charged for the
same good cannot persist in equilibrium.

But what will this single equilibrium price be? Let us try the method
that we used in our construction of the demand curve: we will pick a price
and ask how many apartments will be supplied at that price.

The answer depends to some degree on the time frame in which we are
examining the market. If we are considering a time frame of several years,
so that new construction can take place, the number of apartments will
certainly respond to the price that is charged. But in the “short run”—
within a given year, say—the number of apartments is more or less fixed.
If we consider only this short-run case, the supply of apartments will be
constant at some predetermined level.

The supply curve in this market is depicted in Figure 1.3 as a vertical
line. Whatever price is being charged, the same number of apartments will
be rented, namely, all the apartments that are available at that time.
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1.5 Market Equilibrium

We now have a way of representing the demand and the supply side of the
apartment market. Let us put them together and ask what the equilibrium
behavior of the market is. We do this by drawing both the demand and
the supply curve on the same graph in Figure 1.4.

In this graph we have used p* to denote the price where the quantity
of apartments demanded equals the quantity supplied. This is the equi-
librium price of apartments. At this price, each consumer who is willing
to pay at least p* is able to find an apartment to rent, and each landlord
will be able to rent apartments at the going market price. Neither the con-
sumers nor the landlords have any reason to change their behavior. This
is why we refer to this as an equilibrium: no change in behavior will be
observed.

To better understand this point, let us consider what would happen at
a price other than p*. For example, consider some price p < p* where
demand is greater than supply. Can this price persist? At this price at
least some of the landlords will have more renters than they can handle.
There will be lines of people hoping to get an apartment at that price;
there are more people who are willing to pay the price p than there are
apartments. Certainly some of the landlords would find it in their interest
to raise the price of the apartments they are offering.

Similarly, suppose that the price of apartments is some p greater than p*.
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Equilibrium in the apartment market. The equilibrium
price, p*, is determined by the intersection of the supply and
demand curves.

Then some of the apartments will be vacant: there are fewer people who
are willing to pay p than there are apartments. Some of the landlords are
now in danger of getting no rent at all for their apartments. Thus they will
have an incentive to lower their price in order to attract more renters.

If the price is above p* there are too few renters; if it is below p* there are
too many renters. Only at the price of p* is the number of people who are
willing to rent at that price equal to the number of apartments available
for rent. Only at that price does demand equal supply.

At the price p* the landlords’ and the renters’ behaviors are compatible
in the sense that the number of apartments demanded by the renters at p*
is equal to the number of apartments supplied by the landlords. This is
the equilibrium price in the market for apartments.

Once we’ve determined the market price for the inner-ring apartments,
we can ask who ends up getting these apartments and who is exiled to the
farther-away apartments. In our model there is a very simple answer to
this question: in the market equilibrium everyone who is willing to pay p*
or more gets an apartment in the inner ring, and everyone who is willing
to pay less than p* gets one in the outer ring. The person who has a reser-
vation price of p* is just indifferent between taking an apartment in the
inner ring and taking one in the outer ring. The other people in the inner
ring are getting their apartments at less than the maximum they would be
willing to pay for them. Thus the assignment of apartments to renters is
determined by how much they are willing to pay.
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1.6 Comparative Statics

Now that we have an economic model of the apartment market, we can
begin to use it to analyze the behavior of the equilibrium price. For exam-
ple, we can ask how the price of apartments changes when various aspects
of the market change. This kind of an exercise is known as compara-
tive statics, because it involves comparing two “static” equilibria without
worrying about how the market moves from one equilibrium to another.

The movement from one equilibrium to another can take a substantial
amount of time, and questions about how such movement takes place can
be very interesting and important. But we must walk before we can run,
so we will ignore such dynamic questions for now. Comparative statics
analysis is only concerned with comparing equilibria, and there will be
enough questions to answer in this framework for the present.

Let’s start with a simple case. Suppose that the supply of apartments is
increased, as in Figure 1.5.

RESERVATION
PRICE

New
supply

Old p*

Demand

S S’ NUMBER OF APARTMENTS

Increasing the supply of apartments. As the supply of
apartments increases, the equilibrium price decreases.

It is easy to see in this diagram that the equilibrium price of apartments
will fall. Similarly, if the supply of apartments were reduced the equilibrium
price would rise.

Figure
1.5
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Let’s try a more complicated—and more interesting—example. Suppose
that a developer decides to turn several of the apartments into condomini-
ums. What will happen to the price of the remaining apartments?

Your first guess is probably that the price of apartments will go up,
since the supply has been reduced. But this isn’t necessarily right. It is
true that the supply of apartments to rent has been reduced. But the de-
mand for apartments has been reduced as well, since some of the people
who were renting apartments may decide to purchase the new condomini-
ums.

It is natural to assume that the condominium purchasers come from
those who already live in the inner-ring apartments—those people who
are willing to pay more than p* for an apartment. Suppose, for example,
that the demanders with the 10 highest reservation prices decide to buy
condos rather than rent apartments. Then the new demand curve is just
the old demand curve with 10 fewer demanders at each price. Since there
are also 10 fewer apartments to rent, the new equilibrium price is just
what it was before, and exactly the same people end up living in the inner-
ring apartments. This situation is depicted in Figure 1.6. Both the demand
curve and the supply curve shift left by 10 apartments, and the equilibrium
price remains unchanged.

RESERVATION
PRICE New Old

supply supply

p* 777777777777777777 — — —
\ old
\demand

New
demand

S S! NUMBER OF APARTMENTS

Effect of creating condominiums. If demand and supply
both shift left by the same amount the equilibrium price is un-
changed.
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Most people find this result surprising. They tend to see just the reduc-
tion in the supply of apartments and don’t think about the reduction in
demand. The case we’ve considered is an extreme one: all of the condo pur-
chasers were former apartment dwellers. But the other case—where none
of the condo purchasers were apartment dwellers—is even more extreme.

The model, simple though it is, has led us to an important insight. If we
want to determine how conversion to condominiums will affect the apart-
ment market, we have to consider not only the effect on the supply of
apartments but also the effect on the demand for apartments.

Let’s consider another example of a surprising comparative statics anal-
ysis: the effect of an apartment tax. Suppose that the city council decides
that there should be a tax on apartments of $50 a year. Thus each landlord
will have to pay $50 a year to the city for each apartment that he owns.
What will this do to the price of apartments?

Most people would think that at least some of the tax would get passed
along to apartment renters. But, rather surprisingly, that is not the case.
In fact, the equilibrium price of apartments will remain unchanged!

In order to verify this, we have to ask what happens to the demand curve
and the supply curve. The supply curve doesn’t change—there are just as
many apartments after the tax as before the tax. And the demand curve
doesn’t change either, since the number of apartments that will be rented
at each different price will be the same as well. If neither the demand curve
nor the supply curve shifts, the price can’t change as a result of the tax.

Here is a way to think about the effect of this tax. Before the tax is
imposed, each landlord is charging the highest price that he can get that
will keep his apartments occupied. The equilibrium price p* is the highest
price that can be charged that is compatible with all of the apartments
being rented. After the tax is imposed can the landlords raise their prices to
compensate for the tax? The answer is no: if they could raise the price and
keep their apartments occupied, they would have already done so. If they
were charging the maximum price that the market could bear, the landlords
couldn’t raise their prices any more: none of the tax can get passed along
to the renters. The landlords have to pay the entire amount of the tax.

This analysis depends on the assumption that the supply of apartments
remains fixed. If the number of apartments can vary as the tax changes,
then the price paid by the renters will typically change. We’ll examine this
kind of behavior later on, after we’ve built up some more powerful tools
for analyzing such problems.

1.7 Other Ways to Allocate Apartments

In the previous section we described the equilibrium for apartments in
a competitive market. But this is only one of many ways to allocate a
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resource; in this section we describe a few other ways. Some of these may
sound rather strange, but each will illustrate an important economic point.

The Discriminating Monopolist

First, let us consider a situation where there is one dominant landlord who
owns all of the apartments. Or, alternatively, we could think of a number
of individual landlords getting together and coordinating their actions to
act as one. A situation where a market is dominated by a single seller of a
product is known as a monopoly.

In renting the apartments the landlord could decide to auction them off
one by one to the highest bidders. Since this means that different people
would end up paying different prices for apartments, we will call this the
case of the discriminating monopolist. Let us suppose for simplicity
that the discriminating monopolist knows each person’s reservation price
for apartments. (This is not terribly realistic, but it will serve to illustrate
an important point.)

This means that he would rent the first apartment to the fellow who
would pay the most for it, in this case $500. The next apartment would go
for $490 and so on as we moved down the demand curve. Each apartment
would be rented to the person who was willing to pay the most for it.

Here is the interesting feature of the discriminating monopolist: ezactly
the same people will get the apartments as in the case of the market solution,
namely, everyone who valued an apartment at more than p*. The last
person to rent an apartment pays the price p*—the same as the equilibrium
price in a competitive market. The discriminating monopolist’s attempt to
maximize his own profits leads to the same allocation of apartments as the
supply and demand mechanism of the competitive market. The amount the
people pay is different, but who gets the apartments is the same. It turns
out that this is no accident, but we’ll have to wait until later to explain
the reason.

The Ordinary Monopolist

We assumed that the discriminating monopolist was able to rent each apart-
ment at a different price. But what if he were forced to rent all apartments
at the same price? In this case the monopolist faces a tradeoff: if he chooses
a low price he will rent more apartments, but he may end up making less
money than if he sets a higher price.

Let us use D(p) to represent the demand function—the number of apart-
ments demanded at price p. Then if the monopolist sets a price p, he will
rent D(p) apartments and thus receive a revenue of pD(p). The revenue
that the monopolist receives can be thought of as the area of a box: the
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height of the box is the price p and the width of the box is the number of
apartments D(p). The product of the height and the width—the area of
the box—is the revenue the monopolist receives. This is the box depicted
in Figure 1.7.

PRICE

Supply

Demand

D(p) S NUMBER OF APARTMENTS

Revenue box. The revenue received by the monopolist is just
the price times the quantity, which can be interpreted as the
area of the box illustrated.

If the monopolist has no costs associated with renting an apartment, he
would want to choose a price that has the largest associated revenue box.
The largest revenue box in Figure 1.7 occurs at the price p. In this case
the monopolist will find it in his interest not to rent all of the apartments.
In fact this will generally be the case for a monopolist. The monopolist
will want to restrict the output available in order to maximize his profit.
This means that the monopolist will generally want to charge a price that
is higher than the equilibrium price in a competitive market, p*. In the
case of the ordinary monopolist, fewer apartments will be rented, and each
apartment will be rented at a higher price than in the competitive market.

Rent Control

A third and final case that we will discuss will be the case of rent control.
Suppose that the city decides to impose a maximum rent that can be

Figure
1.7
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charged for apartments, say pmae.. We suppose that the price py,q. is less
than the equilibrium price in the competitive market, p*. If this is so we
would have a situation of excess demand: there are more people who are
willing to rent apartments at p,,q, than there are apartments available.
Who will end up with the apartments?

The theory that we have described up until now doesn’t have an answer
to this question. We can describe what will happen when supply equals
demand, but we don’t have enough detail in the model to describe what
will happen if supply doesn’t equal demand. The answer to who gets the
apartments under rent control depends on who has the most time to spend
looking around, who knows the current tenants, and so on. All of these
things are outside the scope of the simple model we’ve developed. It may
be that exactly the same people get the apartments under rent control as
under the competitive market. But that is an extremely unlikely outcome.
It is much more likely that some of the formerly outer-ring people will
end up in some of the inner-ring apartments and thus displace the people
who would have been living there under the market system. So under rent
control the same number of apartments will be rented at the rent-controlled
price as were rented under the competitive price: they’ll just be rented to
different people.

1.8 Which Way Is Best?

We’ve now described four possible ways of allocating apartments to people:

e The competitive market.

e A discriminating monopolist.
e An ordinary monopolist.

e Rent control.

These are four different economic institutions for allocating apartments.
Each method will result in different people getting apartments or in differ-
ent prices being charged for apartments. We might well ask which economic
institution is best. But first we have to define “best.” What criteria might
we use to compare these ways of allocating apartments?

One thing we can do is to look at the economic positions of the people
involved. It is pretty obvious that the owners of the apartments end up
with the most money if they can act as discriminating monopolists: this
would generate the most revenues for the apartment owner(s). Similarly
the rent-control solution is probably the worst situation for the apartment
owners.

What about the renters? They are probably worse off on average in
the case of a discriminating monopolist—most of them would be paying a
higher price than they would under the other ways of allocating apartments.
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Are the consumers better off in the case of rent control? Some of them are:
the consumers who end up getting the apartments are better off than they
would be under the market solution. But the ones who didn’t get the
apartments are worse off than they would be under the market solution.

What we need here is a way to look at the economic position of all the
parties involved—all the renters and all the landlords. How can we examine
the desirability of different ways to allocate apartments, taking everybody
into account? What can be used as a criterion for a “good” way to allocate
apartments taking into account all of the parties involved?

1.9 Pareto Efficiency

One useful criterion for comparing the outcomes of different economic insti-
tutions is a concept known as Pareto efficiency or economic efficiency.! We
start with the following definition: if we can find a way to make some people
better off without making anybody else worse off, we have a Pareto im-
provement. If an allocation allows for a Pareto improvement, it is called
Pareto inefficient; if an allocation is such that no Pareto improvements
are possible, it is called Pareto efficient.

A Pareto inefficient allocation has the undesirable feature that there is
some way to make somebody better off without hurting anyone else. There
may be other positive things about the allocation, but the fact that it is
Pareto inefficient is certainly one strike against it. If there is a way to make
someone better off without hurting anyone else, why not do it?

The idea of Pareto efficiency is an important one in economics and we
will examine it in some detail later on. It has many subtle implications
that we will have to investigate more slowly, but we can get an inkling of
what is involved even now.

Here is a useful way to think about the idea of Pareto efficiency. Sup-
pose that we assigned the renters to the inner- and outer-ring apartments
randomly, but then allowed them to sublet their apartments to each other.
Some people who really wanted to live close in might, through bad luck, end
up with an outer-ring apartment. But then they could sublet an inner-ring
apartment from someone who was assigned to such an apartment but who
didn’t value it as highly as the other person. If individuals were assigned
randomly to apartments, there would generally be some who would want
to trade apartments, if they were sufficiently compensated for doing so.

For example, suppose that person A is assigned an apartment in the inner
ring that he feels is worth $200, and that there is some person B in the outer
ring who would be willing to pay $300 for A’s apartment. Then there is a

I Pareto efficiency is named after the nineteenth-century economist and sociologist
Vilfredo Pareto (1848-1923) who was one of the first to examine the implications of
this idea.
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“gain from trade” if these two agents swap apartments and arrange a side
payment from B to A of some amount of money between $200 and $300.
The exact amount of the transaction isn’t important. What is important
is that the people who are willing to pay the most for the apartments get
them—otherwise, there would be an incentive for someone who attached a
low value to an inner-ring apartment to make a trade with someone who
placed a high value on an inner-ring apartment.

Suppose that we think of all voluntary trades as being carried out so
that all gains from trade are exhausted. The resulting allocation must be
Pareto efficient. If not, there would be some trade that would make two
people better off without hurting anyone else—but this would contradict
the assumption that all voluntary trades had been carried out. An alloca-
tion in which all voluntary trades have been carried out is a Pareto efficient
allocation.

1.10 Comparing Ways to Allocate Apartments

The trading process we’ve described above is so general that you wouldn’t
think that anything much could be said about its outcome. But there is
one very interesting point that can be made. Let us ask who will end up
with apartments in an allocation where all of the gains from trade have
been exhausted.

To see the answer, just note that anyone who has an apartment in the
inner ring must have a higher reservation price than anyone who has an
apartment in the outer ring—otherwise, they could make a trade and make
both people better off. Thus if there are S apartments to be rented, then
the S people with the highest reservation prices end up getting apartments
in the inner ring. This allocation is Pareto efficient—anything else is not,
since any other assignment of apartments to people would allow for some
trade that would make at least two of the people better off without hurting
anyone else.

Let us try to apply this criterion of Pareto efficiency to the outcomes of
the various resource allocation devices mentioned above. Let’s start with
the market mechanism. It is easy to see that the market mechanism assigns
the people with the S highest reservation prices to the inner ring—mnamely,
those people who are willing to pay more than the equilibrium price, p*,
for their apartments. Thus there are no further gains from trade to be
had once the apartments have been rented in a competitive market. The
outcome of the competitive market is Pareto efficient.

What about the discriminating monopolist? Is that arrangement Pareto
efficient? To answer this question, simply observe that the discriminat-
ing monopolist assigns apartments to exactly the same people who receive
apartments in the competitive market. Under each system everyone who is
willing to pay more than p* for an apartment gets an apartment. Thus the
discriminating monopolist generates a Pareto efficient outcome as well.
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Although both the competitive market and the discriminating monop-
olist generate Pareto efficient outcomes in the sense that there will be no
further trades desired, they can result in quite different distributions of
income. Certainly the consumers are much worse off under the discrimi-
nating monopolist than under the competitive market, and the landlord(s)
are much better off. In general, Pareto efficiency doesn’t have much to say
about distribution of the gains from trade. It is only concerned with the
efficiency of the trade: whether all of the possible trades have been made.

What about the ordinary monopolist who is constrained to charge just
one price? It turns out that this situation is not Pareto efficient. All we
have to do to verify this is to note that, since all the apartments will not in
general be rented by the monopolist, he can increase his profits by renting
an apartment to someone who doesn’t have one at any positive price. There
is some price at which both the monopolist and the renter must be better
off. As long as the monopolist doesn’t change the price that anybody else
pays, the other renters are just as well off as they were before. Thus we
have found a Pareto improvement—a way to make two parties better
off without making anyone else worse off.

The final case is that of rent control. This also turns out not to be Pareto
efficient. The argument here rests on the fact that an arbitrary assignment
of renters to apartments will generally involve someone living in the inner
ring (say Mr. In) who is willing to pay less for an apartment than someone
living in the outer ring (say Ms. Out). Suppose that Mr. In’s reservation
price is $300 and Ms. Out’s reservation price is $500.

We need to find a Pareto improvement—a way to make Mr. In and
Ms. Out better off without hurting anyone else. But there is an easy way
to do this: just let Mr. In sublet his apartment to Ms. Out. It is worth $500
to Ms. Out to live close to the university, but it is only worth $300 to Mr. In.
If Ms. Out pays Mr. In $400, say, and trades apartments, they will both be
better off: Ms. Out will get an apartment that she values at more than $400,
and Mr. In will get $400 that he values more than an inner-ring apartment.

This example shows that the rent-controlled market will generally not
result in a Pareto efficient allocation, since there will still be some trades
that could be carried out after the market has operated. As long as some
people get inner-ring apartments who value them less highly than people
who don’t get them, there will be gains to be had from trade.

1.11 Equilibrium in the Long Run

We have analyzed the equilibrium pricing of apartments in the short run—
when there is a fixed supply of apartments. But in the long run the supply
of apartments can change. Just as the demand curve measures the number
of apartments that will be demanded at different prices, the supply curve
measures the number of apartments that will be supplied at different prices.
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The final determination of the market price for apartments will depend on
the interaction of supply and demand.

And what is it that determines the supply behavior? In general, the
number of new apartments that will be supplied by the private market will
depend on how profitable it is to provide apartments, which depends, in
part, on the price that landlords can charge for apartments. In order to
analyze the behavior of the apartment market in the long run, we have
to examine the behavior of suppliers as well as demanders, a task we will
eventually undertake.

When supply is variable, we can ask questions not only about who gets
the apartments, but about how many will be provided by various types of
market institutions. Will a monopolist supply more or fewer apartments
than a competitive market? Will rent control increase or decrease the equi-
librium number of apartments? Which institutions will provide a Pareto
efficient number of apartments? In order to answer these and similar ques-
tions we must develop more systematic and powerful tools for economic
analysis.

Summary

1. Economics proceeds by making models of social phenomena, which are
simplified representations of reality.

2. In this task, economists are guided by the optimization principle, which
states that people typically try to choose what’s best for them, and by the
equilibrium principle, which says that prices will adjust until demand and
supply are equal.

3. The demand curve measures how much people wish to demand at each
price, and the supply curve measures how much people wish to supply at
each price. An equilibrium price is one where the amount demanded equals
the amount supplied.

4. The study of how the equilibrium price and quantity change when the
underlying conditions change is known as comparative statics.

5. An economic situation is Pareto efficient if there is no way to make some
group of people better off without making some other group of people worse
off. The concept of Pareto efficiency can be used to evaluate different ways
of allocating resources.
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REVIEW QUESTIONS

1. Suppose that there were 25 people who had a reservation price of $500,
and the 26th person had a reservation price of $200. What would the
demand curve look like?

2. In the above example, what would the equilibrium price be if there were
24 apartments to rent? What if there were 26 apartments to rent? What
if there were 25 apartments to rent?

3. If people have different reservation prices, why does the market demand
curve slope down?

4. In the text we assumed that the condominium purchasers came from
the inner-ring people—people who were already renting apartments. What
would happen to the price of inner-ring apartments if all of the condo-
minium purchasers were outer-ring people—the people who were not cur-
rently renting apartments in the inner ring?

5. Suppose now that the condominium purchasers were all inner-ring peo-
ple, but that each condominium was constructed from two apartments.
What would happen to the price of apartments?

6. What do you suppose the effect of a tax would be on the number of
apartments that would be built in the long run?

7. Suppose the demand curve is D(p) = 100 — 2p. What price would the
monopolist set if he had 60 apartments? How many would he rent? What
price would he set if he had 40 apartments? How many would he rent?

8. If our model of rent control allowed for unrestricted subletting, who
would end up getting apartments in the inner circle? Would the outcome
be Pareto efficient?



CHAPTER 2

BUDGET
CONSTRAINT

The economic theory of the consumer is very simple: economists assume
that consumers choose the best bundle of goods they can afford. To give
content to this theory, we have to describe more precisely what we mean by
“best” and what we mean by “can afford.” In this chapter we will examine
how to describe what a consumer can afford; the next chapter will focus on
the concept of how the consumer determines what is best. We will then be
able to undertake a detailed study of the implications of this simple model
of consumer behavior.

2.1 The Budget Constraint

We begin by examining the concept of the budget constraint. Suppose
that there is some set of goods from which the consumer can choose. In
real life there are many goods to consume, but for our purposes it is conve-
nient to consider only the case of two goods, since we can then depict the
consumer’s choice behavior graphically.

We will indicate the consumer’s consumption bundle by (x1,x5). This
is simply a list of two numbers that tells us how much the consumer is choos-
ing to consume of good 1, x1, and how much the consumer is choosing to
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consume of good 2, x2. Sometimes it is convenient to denote the consumer’s
bundle by a single symbol like X, where X is simply an abbreviation for
the list of two numbers (z1,x2).

We suppose that we can observe the prices of the two goods, (p1,p2),
and the amount of money the consumer has to spend, m. Then the budget
constraint of the consumer can be written as

P11 + p2xa < M. (2.1)

Here pyx; is the amount of money the consumer is spending on good 1,
and poxs is the amount of money the consumer is spending on good 2.
The budget constraint of the consumer requires that the amount of money
spent on the two goods be no more than the total amount the consumer has
to spend. The consumer’s affordable consumption bundles are those that
don’t cost any more than m. We call this set of affordable consumption
bundles at prices (p1,p2) and income m the budget set of the consumer.

2.2 Two Goods Are Often Enough

The two-good assumption is more general than you might think at first,
since we can often interpret one of the goods as representing everything
else the consumer might want to consume.

For example, if we are interested in studying a consumer’s demand for
milk, we might let ;1 measure his or her consumption of milk in quarts per
month. We can then let x5 stand for everything else the consumer might
want to consume.

When we adopt this interpretation, it is convenient to think of good 2
as being the dollars that the consumer can use to spend on other goods.
Under this interpretation the price of good 2 will automatically be 1, since
the price of one dollar is one dollar. Thus the budget constraint will take
the form

1y + xo < m. (2.2)

This expression simply says that the amount of money spent on good 1,
p1x1, plus the amount of money spent on all other goods, x2, must be no
more than the total amount of money the consumer has to spend, m.

We say that good 2 represents a composite good that stands for ev-
erything else that the consumer might want to consume other than good
1. Such a composite good is invariably measured in dollars to be spent
on goods other than good 1. As far as the algebraic form of the budget
constraint is concerned, equation (2.2) is just a special case of the formula
given in equation (2.1), with po = 1, so everything that we have to say
about the budget constraint in general will hold under the composite-good
interpretation.
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2.3 Properties of the Budget Set
The budget line is the set of bundles that cost exactly m:
P1x1 + poxe = m. (2.3)
These are the bundles of goods that just exhaust the consumer’s income.
The budget set is depicted in Figure 2.1. The heavy line is the budget

line—the bundles that cost exactly m—and the bundles below this line are
those that cost strictly less than m.

2
Vertical
intercept
= m/p, Budget line;
slope = - p,/p,
Budget set
Horizontal in‘tercept = m/p, X
Figure The budget set. The budget set consists of all bundles that
2.1 are affordable at the given prices and income.

We can rearrange the budget line in equation (2.3) to give us the formula

b2 P2

This is the formula for a straight line with a vertical intercept of m/po
and a slope of —p;1/p2. The formula tells us how many units of good 2 the
consumer needs to consume in order to just satisfy the budget constraint
if she is consuming 1 units of good 1.



PROPERTIES OF THE BUDGET SET 23

Here is an easy way to draw a budget line given prices (p1, p2) and income
m. Just ask yourself how much of good 2 the consumer could buy if she
spent all of her money on good 2. The answer is, of course, m/ps. Then
ask how much of good 1 the consumer could buy if she spent all of her
money on good 1. The answer is m/p;. Thus the horizontal and vertical
intercepts measure how much the consumer could get if she spent all of her
money on goods 1 and 2, respectively. In order to depict the budget line
just plot these two points on the appropriate axes of the graph and connect
them with a straight line.

The slope of the budget line has a nice economic interpretation. It mea-
sures the rate at which the market is willing to “substitute” good 1 for
good 2. Suppose for example that the consumer is going to increase her
consumption of good 1 by Az;.! How much will her consumption of good
2 have to change in order to satisfy her budget constraint? Let us use Azo
to indicate her change in the consumption of good 2.

Now note that if she satisfies her budget constraint before and after
making the change she must satisfy

P11 + paxo =m

and
p1(1 + Azy) + p2(z2 + Azg) = m.

Subtracting the first equation from the second gives
p1Azy + peAxy = 0.

This says that the total value of the change in her consumption must be
zero. Solving for Azy/Axy, the rate at which good 2 can be substituted
for good 1 while still satisfying the budget constraint, gives

Ary pn

Az D2

This is just the slope of the budget line. The negative sign is there since
Ax; and Az, must always have opposite signs. If you consume more of
good 1, you have to consume less of good 2 and vice versa if you continue
to satisfy the budget constraint.

Economists sometimes say that the slope of the budget line measures
the opportunity cost of consuming good 1. In order to consume more of
good 1 you have to give up some consumption of good 2. Giving up the
opportunity to consume good 2 is the true economic cost of more good 1
consumption; and that cost is measured by the slope of the budget line.

L The Greek letter A, delta, is pronounced “del-ta.” The notation Az; denotes the
change in good 1. For more on changes and rates of changes, see the Mathematical
Appendix.
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2.4 How the Budget Line Changes

When prices and incomes change, the set of goods that a consumer can
afford changes as well. How do these changes affect the budget set?

Let us first consider changes in income. It is easy to see from equation
(2.4) that an increase in income will increase the vertical intercept and not
affect the slope of the line. Thus an increase in income will result in a par-
allel shift outward of the budget line as in Figure 2.2. Similarly, a decrease
in income will cause a parallel shift inward.

X2

m'/p,

Budget lines

m/p,

Slope = —pi/p,

m/p, m’/pi X1

Increasing income. An increase in income causes a parallel
shift outward of the budget line.

What about changes in prices? Let us first consider increasing price
1 while holding price 2 and income fixed. According to equation (2.4),
increasing p; will not change the vertical intercept, but it will make the
budget line steeper since py /pe will become larger.

Another way to see how the budget line changes is to use the trick de-
scribed earlier for drawing the budget line. If you are spending all of
your money on good 2, then increasing the price of good 1 doesn’t change
the maximum amount of good 2 you could buy—thus the vertical inter-
cept of the budget line doesn’t change. But if you are spending all of
your money on good 1, and good 1 becomes more expensive, then your
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consumption of good 1 must decrease. Thus the horizontal intercept of
the budget line must shift inward, resulting in the tilt depicted in Fig-
ure 2.3.

Xy

m/p,

Budget lines

Slope = —p; /p, Slope = —p,/p,

m/pj m/py &

Increasing price. If good 1 becomes more expensive, the
budget line becomes steeper.

What happens to the budget line when we change the prices of good 1
and good 2 at the same time? Suppose for example that we double the
prices of both goods 1 and 2. In this case both the horizontal and vertical
intercepts shift inward by a factor of one-half, and therefore the budget
line shifts inward by one-half as well. Multiplying both prices by two is
just like dividing income by 2.

We can also see this algebraically. Suppose our original budget line is

p1%1 + p2xo = m.

Now suppose that both prices become ¢ times as large. Multiplying both
prices by t yields
tp1z1 + tpaxe = m.

But this equation is the same as

m
P1T1 + Pao = T

Thus multiplying both prices by a constant amount ¢ is just like dividing
income by the same constant ¢. It follows that if we multiply both prices

Figure
2.3
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by ¢t and we multiply income by ¢, then the budget line won’t change at
all.

We can also consider price and income changes together. What happens
if both prices go up and income goes down? Think about what happens to
the horizontal and vertical intercepts. If m decreases and p; and po both
increase, then the intercepts m/p; and m/ps must both decrease. This
means that the budget line will shift inward. What about the slope of
the budget line? If price 2 increases more than price 1, so that —pi/p2
decreases (in absolute value), then the budget line will be flatter; if price 2
increases less than price 1, the budget line will be steeper.

2.5 The Numeraire
The budget line is defined by two prices and one income, but one of these
variables is redundant. We could peg one of the prices, or the income, to

some fixed value, and adjust the other variables so as to describe exactly
the same budget set. Thus the budget line

P1T1 + P2y =M

is exactly the same budget line as

m
&xl + X0 = —
b2 P2
or
b1

DL+ By =1,
m m

since the first budget line results from dividing everything by ps, and the
second budget line results from dividing everything by m. In the first case,
we have pegged p, = 1, and in the second case, we have pegged m = 1.
Pegging the price of one of the goods or income to 1 and adjusting the
other price and income appropriately doesn’t change the budget set at all.

When we set one of the prices to 1, as we did above, we often refer to that
price as the numeraire price. The numeraire price is the price relative to
which we are measuring the other price and income. It will occasionally be
convenient to think of one of the goods as being a numeraire good, since
there will then be one less price to worry about.

2.6 Taxes, Subsidies, and Rationing
Economic policy often uses tools that affect a consumer’s budget constraint,

such as taxes. For example, if the government imposes a quantity tax, this
means that the consumer has to pay a certain amount to the government
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for each unit of the good he purchases. In the U.S., for example, we pay
about 15 cents a gallon as a federal gasoline tax.

How does a quantity tax affect the budget line of a consumer? From
the viewpoint of the consumer the tax is just like a higher price. Thus a
quantity tax of ¢ dollars per unit of good 1 simply changes the price of good
1 from p; to p; +t. As we’ve seen above, this implies that the budget line
must get steeper.

Another kind of tax is a value tax. As the name implies this is a tax
on the value—the price—of a good, rather than the quantity purchased of
a good. A value tax is usually expressed in percentage terms. Most states
in the U.S. have sales taxes. If the sales tax is 6 percent, then a good that
is priced at $1 will actually sell for $1.06. (Value taxes are also known as
ad valorem taxes.)

If good 1 has a price of p; but is subject to a sales tax at rate 7, then
the actual price facing the consumer is (1 + 7)p;.2 The consumer has to
pay p1 to the supplier and 7p; to the government for each unit of the good
so the total cost of the good to the consumer is (1 + 7)p;.

A subsidy is the opposite of a tax. In the case of a quantity subsidy,
the government gives an amount to the consumer that depends on the
amount of the good purchased. If, for example, the consumption of milk
were subsidized, the government would pay some amount of money to each
consumer of milk depending on the amount that consumer purchased. If
the subsidy is s dollars per unit of consumption of good 1, then from the
viewpoint of the consumer, the price of good 1 would be p; — s. This would
therefore make the budget line flatter.

Similarly an ad valorem subsidy is a subsidy based on the price of the
good being subsidized. If the government gives you back $1 for every $2
you donate to charity, then your donations to charity are being subsidized
at a rate of 50 percent. In general, if the price of good 1 is p; and good 1 is
subject to an ad valorem subsidy at rate o, then the actual price of good 1
facing the consumer is (1 — o)p;.?

You can see that taxes and subsidies affect prices in exactly the same
way except for the algebraic sign: a tax increases the price to the consumer,
and a subsidy decreases it.

Another kind of tax or subsidy that the government might use is a lump-
sum tax or subsidy. In the case of a tax, this means that the government
takes away some fixed amount of money, regardless of the individual’s be-
havior. Thus a lump-sum tax means that the budget line of a consumer
will shift inward because his money income has been reduced. Similarly, a
lump-sum subsidy means that the budget line will shift outward. Quantity
taxes and value taxes tilt the budget line one way or the other depending

2 The Greek letter 7, tau, rhymes with “wow.”

3 The Greek letter o is pronounced “sig-ma.”
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on which good is being taxed, but a lump-sum tax shifts the budget line
inward.

Governments also sometimes impose rationing constraints. This means
that the level of consumption of some good is fixed to be no larger than
some amount. For example, during World War II the U.S. government
rationed certain foods like butter and meat.

Suppose, for example, that good 1 were rationed so that no more than
71 could be consumed by a given consumer. Then the budget set of the
consumer would look like that depicted in Figure 2.4: it would be the old
budget set with a piece lopped off. The lopped-off piece consists of all the
consumption bundles that are affordable but have z; > 7.

Xy

Budget line

Budget
set

Xq X1

Budget set with rationing. If good 1 is rationed, the section
of the budget set beyond the rationed quantity will be lopped
off.

Sometimes taxes, subsidies, and rationing are combined. For example,
we could consider a situation where a consumer could consume good 1
at a price of p; up to some level 71, and then had to pay a tax ¢ on all
consumption in excess of ;. The budget set for this consumer is depicted
in Figure 2.5. Here the budget line has a slope of —p;/p2 to the left of 7y,
and a slope of —(p; +t)/p2 to the right of Z;.
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X2

Budget line

Slope = — pi/p,

Budget set

Slope = - (p; + t)/p,

|

|
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|
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|

|

|

|

1

X1 Xl
Taxing consumption greater than z;. In this budget set
the consumer must pay a tax only on the consumption of good
1 that is in excess of Z1, so the budget line becomes steeper to
the right of Z;.

EXAMPLE: The Food Stamp Program

Since the Food Stamp Act of 1964 the U.S. federal government has provided
a subsidy on food for poor people. The details of this program have been
adjusted several times. Here we will describe the economic effects of one
of these adjustments.

Before 1979, households who met certain eligibility requirements were
allowed to purchase food stamps, which could then be used to purchase food
at retail outlets. In January 1975, for example, a family of four could receive
a maximum monthly allotment of $153 in food coupons by participating in
the program.

The price of these coupons to the household depended on the household
income. A family of four with an adjusted monthly income of $300 paid
$83 for the full monthly allotment of food stamps. If a family of four had
a monthly income of $100, the cost for the full monthly allotment would
have been $25.4

The pre-1979 Food Stamp program was an ad valorem subsidy on food.
The rate at which food was subsidized depended on the household income.

4 These figures are taken from Kenneth Clarkson, Food Stamps and Nutrition, Ameri-
can Enterprise Institute, 1975.

Figure
2.5
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The family of four that was charged $83 for their allotment paid $1 to
receive $1.84 worth of food (1.84 equals 153 divided by 83). Similarly, the
household that paid $25 was paying $1 to receive $6.12 worth of food (6.12
equals 153 divided by 25).

The way that the Food Stamp program affected the budget set of a
household is depicted in Figure 2.6A. Here we have measured the amount
of money spent on food on the horizontal axis and expenditures on all other
goods on the vertical axis. Since we are measuring each good in terms of
the money spent on it, the “price” of each good is automatically 1, and the
budget line will therefore have a slope of —1.

If the household is allowed to buy $153 of food stamps for $25, then this
represents roughly an 84 percent (= 1 —25/153) subsidy of food purchases,
so the budget line will have a slope of roughly —.16 (= 25/153) until the
household has spent $153 on food. Each dollar that the household spends
on food up to $153 would reduce its consumption of other goods by about
16 cents. After the household spends $153 on food, the budget line facing
it would again have a slope of —1.

OTHER OTHER

GOODS GOODS q
Budget line

Budget line with food

with food stamps

stamps Budget Budget
line line
without without
food food

stamps stamps

|
|
|
| |
| |
|
| |
|
| |
| |
| |
| |
L
$‘| 53 FOOD $200 FOOD
A B
Food stamps. How the budget line is affected by the Food

Stamp program. Part A shows the pre-1979 program and part
B the post-1979 program.

These effects lead to the kind of “kink” depicted in Figure 2.6. House-
holds with higher incomes had to pay more for their allotment of food
stamps. Thus the slope of the budget line would become steeper as house-
hold income increased.

In 1979 the Food Stamp program was modified. Instead of requiring that
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households purchase food stamps, they are now simply given to qualified
households. Figure 2.6B shows how this affects the budget set.

Suppose that a household now receives a grant of $200 of food stamps a
month. Then this means that the household can consume $200 more food
per month, regardless of how much it is spending on other goods, which
implies that the budget line will shift to the right by $200. The slope
will not change: $1 less spent on food would mean $1 more to spend on
other things. But since the household cannot legally sell food stamps, the
maximum amount that it can spend on other goods does not change. The
Food Stamp program is effectively a lump-sum subsidy, except for the fact
that the food stamps can’t be sold.

2.7 Budget Line Changes

In the next chapter we will analyze how the consumer chooses an optimal
consumption bundle from his or her budget set. But we can already state
some observations here that follow from what we have learned about the
movements of the budget line.

First, we can observe that since the budget set doesn’t change when we
multiply all prices and income by a positive number, the optimal choice of
the consumer from the budget set can’t change either. Without even ana-
lyzing the choice process itself, we have derived an important conclusion:
a perfectly balanced inflation—one in which all prices and all incomes rise
at the same rate—doesn’t change anybody’s budget set, and thus cannot
change anybody’s optimal choice.

Second, we can make some statements about how well-off the consumer
can be at different prices and incomes. Suppose that the consumer’s income
increases and all prices remain the same. We know that this represents a
parallel shift outward of the budget line. Thus every bundle the consumer
was consuming at the lower income is also a possible choice at the higher
income. But then the consumer must be at least as well-off at the higher
income as at the lower income—since he or she has the same choices avail-
able as before plus some more. Similarly, if one price declines and all others
stay the same, the consumer must be at least as well-off. This simple ob-
servation will be of considerable use later on.

Summary

1. The budget set consists of all bundles of goods that the consumer can
afford at given prices and income. We will typically assume that there are
only two goods, but this assumption is more general than it seems.

2. The budget line is written as p1x1 + paxe = m. It has a slope of —p; /pa,
a vertical intercept of m/ps, and a horizontal intercept of m/p;.
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3. Increasing income shifts the budget line outward. Increasing the price
of good 1 makes the budget line steeper. Increasing the price of good 2
makes the budget line flatter.

4. Taxes, subsidies, and rationing change the slope and position of the
budget line by changing the prices paid by the consumer.

REVIEW QUESTIONS

1. Originally the consumer faces the budget line pyz1 + poxrs = m. Then
the price of good 1 doubles, the price of good 2 becomes 8 times larger,
and income becomes 4 times larger. Write down an equation for the new
budget line in terms of the original prices and income.

2. What happens to the budget line if the price of good 2 increases, but
the price of good 1 and income remain constant?

3. If the price of good 1 doubles and the price of good 2 triples, does the
budget line become flatter or steeper?

4. What is the definition of a numeraire good?

5. Suppose that the government puts a tax of 15 cents a gallon on gasoline
and then later decides to put a subsidy on gasoline at a rate of 7 cents a
gallon. What net tax is this combination equivalent to?

6. Suppose that a budget equation is given by pixy + pexe = m. The
government decides to impose a lump-sum tax of w, a quantity tax on
good 1 of t, and a quantity subsidy on good 2 of s. What is the formula
for the new budget line?

7. If the income of the consumer increases and one of the prices decreases
at the same time, will the consumer necessarily be at least as well-off?



CHAPTER 3

PREFERENCES

We saw in Chapter 2 that the economic model of consumer behavior is very
simple: people choose the best things they can afford. The last chapter was
devoted to clarifying the meaning of “can afford,” and this chapter will be
devoted to clarifying the economic concept of “best things.”

We call the objects of consumer choice consumption bundles. This
is a complete list of the goods and services that are involved in the choice
problem that we are investigating. The word “complete” deserves empha-
sis: when you analyze a consumer’s choice problem, make sure that you
include all of the appropriate goods in the definition of the consumption
bundle.

If we are analyzing consumer choice at the broadest level, we would want
not only a complete list of the goods that a consumer might consume, but
also a description of when, where, and under what circumstances they
would become available. After all, people care about how much food they
will have tomorrow as well as how much food they have today. A raft in the
middle of the Atlantic Ocean is very different from a raft in the middle of
the Sahara Desert. And an umbrella when it is raining is quite a different
good from an umbrella on a sunny day. It is often useful to think of the
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“same” good available in different locations or circumstances as a different
good, since the consumer may value the good differently in those situations.

However, when we limit our attention to a simple choice problem, the
relevant goods are usually pretty obvious. We'll often adopt the idea de-
scribed earlier of using just two goods and calling one of them “all other
goods” so that we can focus on the tradeoff between one good and ev-
erything else. In this way we can consider consumption choices involving
many goods and still use two-dimensional diagrams.

So let us take our consumption bundle to consist of two goods, and let
21 denote the amount of one good and x5 the amount of the other. The
complete consumption bundle is therefore denoted by (x1,z2). As noted
before, we will occasionally abbreviate this consumption bundle by X.

3.1 Consumer Preferences

We will suppose that given any two consumption bundles, (x1,z2) and
(y1,2), the consumer can rank them as to their desirability. That is, the
consumer can determine that one of the consumption bundles is strictly
better than the other, or decide that she is indifferent between the two
bundles.

We will use the symbol > to mean that one bundle is strictly preferred
to another, so that (x1,x2) > (y1,y=2) should be interpreted as saying that
the consumer strictly prefers (x1,23) to (y1,y2), in the sense that she
definitely wants the x-bundle rather than the y-bundle. This preference
relation is meant to be an operational notion. If the consumer prefers
one bundle to another, it means that he or she would choose one over the
other, given the opportunity. Thus the idea of preference is based on the
consumer’s behavior. In order to tell whether one bundle is preferred to
another, we see how the consumer behaves in choice situations involving
the two bundles. If she always chooses (x1,x2) when (y1,ys2) is available,
then it is natural to say that this consumer prefers (z1,x2) to (y1,y2).

If the consumer is indifferent between two bundles of goods, we use
the symbol ~ and write (z1,22) ~ (y1,y2). Indifference means that the
consumer would be just as satisfied, according to her own preferences,
consuming the bundle (z1, z2) as she would be consuming the other bundle,
(y1,92)-

If the consumer prefers or is indifferent between the two bundles we say
that she weakly prefers (z1,z2) to (y1,y2) and write (z1,22) > (y1,¥2).

These relations of strict preference, weak preference, and indifference
are not independent concepts; the relations are themselves related! For
example, if (x1,x2) > (y1,y2) and (y1,y2) = (z1,22) we can conclude that
(z1,22) ~ (y1,y2). That is, if the consumer thinks that (z1,z2) is at least
as good as (y1,y2) and that (y1,y2) is at least as good as (x1,x2), then the
consumer must be indifferent between the two bundles of goods.
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Similarly, if (z1,x2) > (y1,y2) but we know that it is not the case that
(z1,22) ~ (y1,y2), we can conclude that we must have (z1,z2) > (y1,¥2)-
This just says that if the consumer thinks that (x1,z2) is at least as good
as (y1,y2), and she is not indifferent between the two bundles, then it must
be that she thinks that (1, x2) is strictly better than (yi,ys).

3.2 Assumptions about Preferences

Economists usually make some assumptions about the “consistency” of
consumers’ preferences. For example, it seems unreasonable—mnot to say
contradictory—to have a situation where (x1,22) > (y1,y2) and, at the
same time, (y1,y2) > (21,22). For this would mean that the consumer
strictly prefers the x-bundle to the y-bundle ... and vice versa.

So we usually make some assumptions about how the preference relations
work. Some of the assumptions about preferences are so fundamental that
we can refer to them as “axioms” of consumer theory. Here are three such
axioms about consumer preference.

Complete. We assume that any two bundles can be compared. That is,
given any x-bundle and any y-bundle, we assume that (x1,z2) = (y1,¥2),
or (y1,y2) *= (z1,22), or both, in which case the consumer is indifferent
between the two bundles.

Reflexive. We assume that any bundle is at least as good as itself:
(1, 22) = (21, 22).

Transitive. If (z1,22) = (y1,92) and (y1,y2) = (21, 22), then we assume
that (x1,z2) = (21, 22). In other words, if the consumer thinks that X is at
least as good as Y and that Y is at least as good as Z, then the consumer

thinks that X is at least as good as Z.

The first axiom, completeness, is hardly objectionable, at least for the
kinds of choices economists generally examine. To say that any two bundles
can be compared is simply to say that the consumer is able to make a choice
between any two given bundles. One might imagine extreme situations
involving life or death choices where ranking the alternatives might be
difficult, or even impossible, but these choices are, for the most part, outside
the domain of economic analysis.

The second axiom, reflexivity, is trivial. Any bundle is certainly at least
as good as an identical bundle. Parents of small children may occasionally
observe behavior that violates this assumption, but it seems plausible for
most adult behavior.

The third axiom, transitivity, is more problematic. It isn’t clear that
transitivity of preferences is necessarily a property that preferences would
have to have. The assumption that preferences are transitive doesn’t seem
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compelling on grounds of pure logic alone. In fact it’s not. Transitivity is
a hypothesis about people’s choice behavior, not a statement of pure logic.
Whether it is a basic fact of logic or not isn’t the point: it is whether or not
it is a reasonably accurate description of how people behave that matters.

What would you think about a person who said that he preferred a
bundle X to Y, and preferred Y to Z, but then also said that he preferred
Z to X7 This would certainly be taken as evidence of peculiar behavior.

More importantly, how would this consumer behave if faced with choices
among the three bundles X, Y, and Z7 If we asked him to choose his most
preferred bundle, he would have quite a problem, for whatever bundle he
chose, there would always be one that was preferred to it. If we are to have
a theory where people are making “best” choices, preferences must satisfy
the transitivity axiom or something very much like it. If preferences were
not transitive there could well be a set of bundles for which there is no best
choice.

3.3 Indifference Curves

It turns out that the whole theory of consumer choice can be formulated
in terms of preferences that satisfy the three axioms described above, plus
a few more technical assumptions. However, we will find it convenient to
describe preferences graphically by using a construction known as indif-
ference curves.

Consider Figure 3.1 where we have illustrated two axes representing a
consumer’s consumption of goods 1 and 2. Let us pick a certain consump-
tion bundle (z1,z2) and shade in all of the consumption bundles that are
weakly preferred to (21, z2). This is called the weakly preferred set. The
bundles on the boundary of this set—the bundles for which the consumer
is just indifferent to (z1,x2)—form the indifference curve.

We can draw an indifference curve through any consumption bundle we
want. The indifference curve through a consumption bundle consists of all
bundles of goods that leave the consumer indifferent to the given bundle.

One problem with using indifference curves to describe preferences is
that they only show you the bundles that the consumer perceives as being
indifferent to each other—they don’t show you which bundles are better
and which bundles are worse. It is sometimes useful to draw small arrows
on the indifference curves to indicate the direction of the preferred bundles.
We won’t do this in every case, but we will do it in a few of the examples
where confusion might arise.

If we make no further assumptions about preferences, indifference curves
can take very peculiar shapes indeed. But even at this level of generality,
we can state an important principle about indifference curves: indifference
curves representing distinct levels of preference cannot cross. That is, the
situation depicted in Figure 3.2 cannot occur.
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X1 X1

Weakly preferred set. The shaded area consists of all bun-
dles that are at least as good as the bundle (z1,z5).

In order to prove this, let us choose three bundles of goods, X, Y, and
7, such that X lies only on one indifference curve, Y lies only on the other
indifference curve, and Z lies at the intersection of the indifference curves.
By assumption the indifference curves represent distinct levels of prefer-
ence, so one of the bundles, say X, is strictly preferred to the other bundle,
Y. We know that X ~ Z and Z ~ Y, and the axiom of transitivity there-
fore implies that X ~ Y. But this contradicts the assumption that X > Y.
This contradiction establishes the result—indifference curves representing
distinct levels of preference cannot cross.

What other properties do indifference curves have? In the abstract, the
answer is: not many. Indifference curves are a way to describe preferences.
Nearly any “reasonable” preferences that you can think of can be depicted
by indifference curves. The trick is to learn what kinds of preferences give
rise to what shapes of indifference curves.

3.4 Examples of Preferences

Let us try to relate preferences to indifference curves through some exam-
ples. We'll describe some preferences and then see what the indifference
curves that represent them look like.

Figure
3.1
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Indifference curves cannot cross. If they did, X, Y, and
Z would all have to be indifferent to each other and thus could
not lie on distinct indifference curves.

There is a general procedure for constructing indifference curves given
a “verbal” description of the preferences. First plop your pencil down on
the graph at some consumption bundle (z1,z2). Now think about giving a
little more of good 1, Az, to the consumer, moving him to (z1 + Axzq, x2).
Now ask yourself how would you have to change the consumption of xs
to make the consumer indifferent to the original consumption point? Call
this change Axy. Ask yourself the question “For a given change in good
1, how does good 2 have to change to make the consumer just indifferent
between (z1 + Azq,z2 + Axg) and (z1,22)?” Once you have determined
this movement at one consumption bundle you have drawn a piece of the
indifference curve. Now try it at another bundle, and so on, until you
develop a clear picture of the overall shape of the indifference curves.

Perfect Substitutes

Two goods are perfect substitutes if the consumer is willing to substitute
one good for the other at a constant rate. The simplest case of perfect
substitutes occurs when the consumer is willing to substitute the goods on
a one-to-one basis.

Suppose, for example, that we are considering a choice between red pen-
cils and blue pencils, and the consumer involved likes pencils, but doesn’t
care about color at all. Pick a consumption bundle, say (10,10). Then for
this consumer, any other consumption bundle that has 20 pencils in it is
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just as good as (10,10). Mathematically speaking, any consumption bun-
dle (z1,22) such that z1 + x9 = 20 will be on this consumer’s indifference
curve through (10,10). Thus the indifference curves for this consumer are
all parallel straight lines with a slope of —1, as depicted in Figure 3.3.
Bundles with more total pencils are preferred to bundles with fewer total
pencils, so the direction of increasing preference is up and to the right, as
illustrated in Figure 3.3.

How does this work in terms of general procedure for drawing indifference
curves? If we are at (10,10), and we increase the amount of the first good
by one unit to 11, how much do we have to change the second good to get
back to the original indifference curve? The answer is clearly that we have
to decrease the second good by 1 unit. Thus the indifference curve through
(10,10) has a slope of —1. The same procedure can be carried out at any
bundle of goods with the same results—in this case all the indifference
curves have a constant slope of —1.

X2

Indifference curves

2
Perfect substitutes. The consumer only cares about the total
number of pencils, not about their colors. Thus the indifference
curves are straight lines with a slope of —1.

The important fact about perfect substitutes is that the indifference
curves have a constant slope. Suppose, for example, that we graphed blue
pencils on the vertical axis and pairs of red pencils on the horizontal axis.
The indifference curves for these two goods would have a slope of —2, since
the consumer would be willing to give up two blue pencils to get one more
pair of red pencils.

Figure
3.3
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In the textbook we’ll primarily consider the case where goods are perfect
substitutes on a one-for-one basis, and leave the treatment of the general
case for the workbook.

Perfect Complements

Perfect complements are goods that are always consumed together in
fixed proportions. In some sense the goods “complement” each other. A
nice example is that of right shoes and left shoes. The consumer likes shoes,
but always wears right and left shoes together. Having only one out of a
pair of shoes doesn’t do the consumer a bit of good.

Let us draw the indifference curves for perfect complements. Suppose
we pick the consumption bundle (10,10). Now add 1 more right shoe, so
we have (11,10). By assumption this leaves the consumer indifferent to
the original position: the extra shoe doesn’t do him any good. The same
thing happens if we add one more left shoe: the consumer is also indifferent
between (10,11) and (10, 10).

Thus the indifference curves are L-shaped, with the vertex of the L oc-
curring where the number of left shoes equals the number of right shoes as
in Figure 3.4.

LEFT SHOES
/ Indifference
curves
RIGHT SHOES
Figure Perfect complements. The consumer always wants to con-
3.4 sume the goods in fixed proportions to each other. Thus the

indifference curves are L-shaped.




EXAMPLES OF PREFERENCES 41

Increasing both the number of left shoes and the number of right shoes
at the same time will move the consumer to a more preferred position,
so the direction of increasing preference is again up and to the right, as
illustrated in the diagram.

The important thing about perfect complements is that the consumer
prefers to consume the goods in fixed proportions, not necessarily that
the proportion is one-to-one. If a consumer always uses two teaspoons of
sugar in her cup of tea, and doesn’t use sugar for anything else, then the
indifference curves will still be L-shaped. In this case the corners of the
L will occur at (2 teaspoons sugar, 1 cup tea), (4 teaspoons sugar, 2 cups
tea) and so on, rather than at (1 right shoe, 1 left shoe), (2 right shoes, 2
left shoes), and so on.

In the textbook we’ll primarily consider the case where the goods are
consumed in proportions of one-for-one and leave the treatment of the
general case for the workbook.

Bads

A bad is a commodity that the consumer doesn’t like. For example, sup-
pose that the commodities in question are now pepperoni and anchovies—
and the consumer loves pepperoni but dislikes anchovies. But let us suppose
there is some possible tradeoff between pepperoni and anchovies. That is,
there would be some amount of pepperoni on a pizza that would compen-
sate the consumer for having to consume a given amount of anchovies. How
could we represent these preferences using indifference curves?

Pick a bundle (21, xz2) consisting of some pepperoni and some anchovies.
If we give the consumer more anchovies, what do we have to do with the
pepperoni to keep him on the same indifference curve? Clearly, we have
to give him some extra pepperoni to compensate him for having to put up
with the anchovies. Thus this consumer must have indifference curves that
slope up and to the right as depicted in Figure 3.5.

The direction of increasing preference is down and to the right—that
is, toward the direction of decreased anchovy consumption and increased
pepperoni consumption, just as the arrows in the diagram illustrate.

Neutrals
A good is a neutral good if the consumer doesn’t care about it one way

or the other. What if a consumer is just neutral about anchovies?! In this
case his indifference curves will be vertical lines as depicted in Figure 3.6.

1 Is anybody neutral about anchovies?
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ANCHOVIES
Indifference
curves
PEPPERONI
Figure Bads. Here anchovies are a “bad,” and pepperoni is a “good”
3.5 for this consumer. Thus the indifference curves have a positive
slope.
ANCHOVIES
Indifference
curves
PEPPERONI
Figure A neutral good. The consumer likes pepperoni but is neutral
3.6 about anchovies, so the indifference curves are vertical lines.

He only cares about the amount of pepperoni he has and doesn’t care at
all about how many anchovies he has. The more pepperoni the better, but
adding more anchovies doesn’t affect him one way or the other.
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Satiation

We sometimes want to consider a situation involving satiation, where
there is some overall best bundle for the consumer, and the “closer” he is
to that best bundle, the better off he is in terms of his own preferences.
For example, suppose that the consumer has some most preferred bundle
of goods (Z1,Z2), and the farther away he is from that bundle, the worse
off he is. In this case we say that (T1,72) is a satiation point, or a bliss
point. The indifference curves for the consumer look like those depicted in
Figure 3.7. The best point is (Z1,Z2) and points farther away from this
bliss point lie on “lower” indifference curves.

X)

Indifference
curves

Satiation
point

X1 Xq

Satiated preferences. The bundle (71,72) is the satiation
point or bliss point, and the indifference curves surround this
point.

In this case the indifference curves have a negative slope when the con-
sumer has “too little” or “too much” of both goods, and a positive slope
when he has “too much” of one of the goods. When he has too much of one
of the goods, it becomes a bad—reducing the consumption of the bad good
moves him closer to his “bliss point.” If he has too much of both goods,
they both are bads, so reducing the consumption of each moves him closer
to the bliss point.

Suppose, for example, that the two goods are chocolate cake and ice
cream. There might well be some optimal amount of chocolate cake and

Figure
3.7
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ice cream that you would want to eat per week. Any less than that amount
would make you worse off, but any more than that amount would also make
you worse off.

If you think about it, most goods are like chocolate cake and ice cream
in this respect—you can have too much of nearly anything. But people
would generally not voluntarily choose to have too much of the goods they
consume. Why would you choose to have more than you want of something?
Thus the interesting region from the viewpoint of economic choice is where
you have less than you want of most goods. The choices that people actually
care about are choices of this sort, and these are the choices with which we
will be concerned.

Discrete Goods

Usually we think of measuring goods in units where fractional amounts
make sense—you might on average consume 12.43 gallons of milk a month
even though you buy it a quart at a time. But sometimes we want to
examine preferences over goods that naturally come in discrete units.

For example, consider a consumer’s demand for automobiles. We could
define the demand for automobiles in terms of the time spent using an
automobile, so that we would have a continuous variable, but for many
purposes it is the actual number of cars demanded that is of interest.

There is no difficulty in using preferences to describe choice behavior
for this kind of discrete good. Suppose that zo is money to be spent on
other goods and x; is a discrete good that is only available in integer
amounts. We have illustrated the appearance of indifference “curves” and
a weakly preferred set for this kind of good in Figure 3.8. In this case the
bundles indifferent to a given bundle will be a set of discrete points. The
set of bundles at least as good as a particular bundle will be a set of line
segments.

The choice of whether to emphasize the discrete nature of a good or not
will depend on our application. If the consumer chooses only one or two
units of the good during the time period of our analysis, recognizing the
discrete nature of the choice may be important. But if the consumer is
choosing 30 or 40 units of the good, then it will probably be convenient to
think of this as a continuous good.

3.5 Well-Behaved Preferences

We’ve now seen some examples of indifference curves. As we’ve seen, many
kinds of preferences, reasonable or unreasonable, can be described by these
simple diagrams. But if we want to describe preferences in general, it will
be convenient to focus on a few general shapes of indifference curves. In
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A discrete good. Here good 1 is only available in integer
amounts. In panel A the dashed lines connect together the
bundles that are indifferent, and in panel B the vertical lines
represent bundles that are at least as good as the indicated
bundle.

this section we will describe some more general assumptions that we will
typically make about preferences and the implications of these assumptions
for the shapes of the associated indifference curves. These assumptions
are not the only possible ones; in some situations you might want to use
different assumptions. But we will take them as the defining features for
well-behaved indifference curves.

First we will typically assume that more is better, that is, that we are
talking about goods, not bads. More precisely, if (z1,22) is a bundle of
goods and (y1,y2) is a bundle of goods with at least as much of both goods
and more of one, then (y1,y2) > (x1,22). This assumption is sometimes
called monotonicity of preferences. As we suggested in our discussion of
satiation, more is better would probably only hold up to a point. Thus
the assumption of monotonicity is saying only that we are going to ex-
amine situations before that point is reached—before any satiation sets
in—while more still is better. Economics would not be a very interesting
subject in a world where everyone was satiated in their consumption of
every good.

What does monotonicity imply about the shape of indifference curves?
It implies that they have a negative slope. Consider Figure 3.9. If we start
at a bundle (z1,22) and move anywhere up and to the right, we must be
moving to a preferred position. If we move down and to the left we must be
moving to a worse position. So if we are moving to an indifferent position,
we must be moving either left and up or right and down: the indifference
curve must have a negative slope.

Figure
3.8
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Second, we are going to assume that averages are preferred to extremes.
That is, if we take two bundles of goods (x1,x2) and (y1,y2) on the same
indifference curve and take a weighted average of the two bundles such as

L + ! L + 1
Zr - Zx -
B 1 2y1,2 2 2y2 s

then the average bundle will be at least as good as or strictly preferred
to each of the two extreme bundles. This weighted-average bundle has
the average amount of good 1 and the average amount of good 2 that is
present in the two bundles. It therefore lies halfway along the straight line
connecting the x-bundle and the y-bundle.

29
Better
bundles
Worse
bundles
X1
Figure Monotonic preferences. More of both goods is a better
3.9 bundle for this consumer; less of both goods represents a worse
bundle.

Actually, we're going to assume this for any weight ¢ between 0 and 1,
not just 1/2. Thus we are assuming that if (21, 22) ~ (y1,92), then

(tzy + (1 = t)yr, tee + (1 — t)y2) = (21, 22)

for any t such that 0 < ¢ < 1. This weighted average of the two bundles
gives a weight of ¢ to the x-bundle and a weight of 1 — ¢ to the y-bundle.
Therefore, the distance from the x-bundle to the average bundle is just
a fraction t of the distance from the x-bundle to the y-bundle, along the
straight line connecting the two bundles.
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What does this assumption about preferences mean geometrically? It
means that the set of bundles weakly preferred to (z1,x3) is a convex set.
For suppose that (y1,y2) and (21, x2) are indifferent bundles. Then, if aver-
ages are preferred to extremes, all of the weighted averages of (z1,x2) and
(y1,y2) are weakly preferred to (z1,22) and (y1,y2). A convex set has the
property that if you take any two points in the set and draw the line seg-
ment connecting those two points, that line segment lies entirely in the set.

Figure 3.10A depicts an example of convex preferences, while Figures
3.10B and 3.10C show two examples of nonconvex preferences. Figure
3.10C presents preferences that are so nonconvex that we might want to
call them “concave preferences.”

X
- : - Y y2)
vy, y2) Averaged
Wi ) V72 bundle
Averaged /
/ bundle
Averaged
(X, X) bundle (X, X)) (x4, %)
Xq Xq Xq
A Convex B Nonconvex C Concave
preferences preferences preferences

Various kinds of preferences. Panel A depicts convex pref-
erences, panel B depicts nonconvex preferences, and panel C
depicts “concave” preferences.

Can you think of preferences that are not convex? One possibility might
be something like my preferences for ice cream and olives. I like ice cream
and I like olives ... but I don’t like to have them together! In considering
my consumption in the next hour, I might be indifferent between consuming
8 ounces of ice cream and 2 ounces of olives, or 8 ounces of olives and 2
ounces of ice cream. But either one of these bundles would be better than
consuming 5 ounces of each! These are the kind of preferences depicted in
Figure 3.10C.

Why do we want to assume that well-behaved preferences are convex?
Because, for the most part, goods are consumed together. The kinds
of preferences depicted in Figures 3.10B and 3.10C imply that the con-

Figure
3.10
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sumer would prefer to specialize, at least to some degree, and to consume
only one of the goods. However, the normal case is where the consumer
would want to trade some of one good for the other and end up consuming
some of each, rather than specializing in consuming only one of the two
goods.

In fact, if we look at my preferences for monthly consumption of ice
cream and olives, rather than at my immediate consumption, they would
tend to look much more like Figure 3.10A than Figure 3.10C. Each month
I would prefer having some ice cream and some olives—albeit at different
times—to specializing in consuming either one for the entire month.

Finally, one extension of the assumption of convexity is the assumption
of strict convexity. This means that the weighted average of two in-
different bundles is strictly preferred to the two extreme bundles. Convex
preferences may have flat spots, while strictly convex preferences must have
indifferences curves that are “rounded.” The preferences for two goods that
are perfect substitutes are convex, but not strictly convex.

3.6 The Marginal Rate of Substitution

We will often find it useful to refer to the slope of an indifference curve at
a particular point. This idea is so useful that it even has a name: the slope
of an indifference curve is known as the marginal rate of substitution
(MRS). The name comes from the fact that the MRS measures the rate
at which the consumer is just willing to substitute one good for the other.

Suppose that we take a little of good 1, Az, away from the consumer.
Then we give him Axs, an amount that is just sufficient to put him back
on his indifference curve, so that he is just as well off after this substitution
of x5 for z1 as he was before. We think of the ratio Azy/Ax; as being the
rate at which the consumer is willing to substitute good 2 for good 1.

Now think of Az; as being a very small change—a marginal change.
Then the rate Azy/Ax; measures the marginal rate of substitution of good
2 for good 1. As Axq gets smaller, Azo/Axq approaches the slope of the
indifference curve, as can be seen in Figure 3.11.

When we write the ratio Azo/Axy, we will always think of both the
numerator and the denominator as being small numbers—as describing
marginal changes from the original consumption bundle. Thus the ratio
defining the MRS will always describe the slope of the indifference curve:
the rate at which the consumer is just willing to substitute a little more
consumption of good 2 for a little less consumption of good 1.

One slightly confusing thing about the MRS is that it is typically a
negative number. We've already seen that monotonic preferences imply
that indifference curves must have a negative slope. Since the MRS is the
numerical measure of the slope of an indifference curve, it will naturally be
a negative number.
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The marginal rate of substitution (MRS). The marginal
rate of substitution measures the slope of the indifference curve.

The marginal rate of substitution measures an interesting aspect of the
consumer’s behavior. Suppose that the consumer has well-behaved prefer-
ences, that is, preferences that are monotonic and convex, and that he is
currently consuming some bundle (z1,z2). We now will offer him a trade:
he can exchange good 1 for 2, or good 2 for 1, in any amount at a “rate of
exchange” of F.

That is, if the consumer gives up Az units of good 1, he can get EAx,
units of good 2 in exchange. Or, conversely, if he gives up Axs units of good
2, he can get Axy/FE units of good 1. Geometrically, we are offering the
consumer an opportunity to move to any point along a line with slope —F
that passes through (z1,x2), as depicted in Figure 3.12. Moving up and to
the left from (z1,2) involves exchanging good 1 for good 2, and moving
down and to the right involves exchanging good 2 for good 1. In either
movement, the exchange rate is £/. Since exchange always involves giving
up one good in exchange for another, the exchange rate E corresponds to
a slope of —E.

We can now ask what would the rate of exchange have to be in order for
the consumer to want to stay put at (x1,x2)? To answer this question, we
simply note that any time the exchange line crosses the indifference curve,
there will be some points on that line that are preferred to (x1,xs)—that
lie above the indifference curve. Thus, if there is to be no movement from

Figure
3.11
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(21, 232), the exchange line must be tangent to the indifference curve. That
is, the slope of the exchange line, —F, must be the slope of the indifference
curve at (x1,x2). At any other rate of exchange, the exchange line would
cut the indifference curve and thus allow the consumer to move to a more
preferred point.

Indifference
curves

&

Figure Trading at an exchange rate. Here we are allowing the con-
3.12 sumer to trade the goods at an exchange rate E, which implies
that the consumer can move along a line with slope —F.

Thus the slope of the indifference curve, the marginal rate of substitution,
measures the rate at which the consumer is just on the margin of trading
or not trading. At any rate of exchange other than the MRS, the consumer
would want to trade one good for the other. But if the rate of exchange
equals the MRS, the consumer wants to stay put.

3.7 Other Interpretations of the MRS

We have said that the MRS measures the rate at which the consumer is
just on the margin of being willing to substitute good 1 for good 2. We
could also say that the consumer is just on the margin of being willing to
“pay” some of good 1 in order to buy some more of good 2. So sometimes
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you hear people say that the slope of the indifference curve measures the
marginal willingness to pay.

If good 2 represents the consumption of “all other goods,” and it is
measured in dollars that you can spend on other goods, then the marginal-
willingness-to-pay interpretation is very natural. The marginal rate of sub-
stitution of good 2 for good 1 is how many dollars you would just be willing
to give up spending on other goods in order to consume a little bit more
of good 1. Thus the MRS measures the marginal willingness to give up
dollars in order to consume a small amount more of good 1. But giving up
those dollars is just like paying dollars in order to consume a little more of
good 1.

If you use the marginal-willingness-to-pay interpretation of the MRS, you
should be careful to emphasize both the “marginal” and the “willingness”
aspects. The MRS measures the amount of good 2 that one is willing to
pay for a marginal amount of extra consumption of good 1. How much
you actually have to pay for some given amount of extra consumption may
be different than the amount you are willing to pay. How much you have
to pay will depend on the price of the good in question. How much you
are willing to pay doesn’t depend on the price—it is determined by your
preferences.

Similarly, how much you may be willing to pay for a large change in
consumption may be different from how much you are willing to pay for
a marginal change. How much you actually end up buying of a good will
depend on your preferences for that good and the prices that you face. How
much you would be willing to pay for a small amount extra of the good is
a feature only of your preferences.

3.8 Behavior of the MRS

It is sometimes useful to describe the shapes of indifference curves by de-
scribing the behavior of the marginal rate of substitution. For example,
the “perfect substitutes” indifference curves are characterized by the fact
that the MRS is constant at —1. The “neutrals” case is characterized by
the fact that the MRS is everywhere infinite. The preferences for “perfect
complements” are characterized by the fact that the MRS is either zero or
infinity, and nothing in between.

We've already pointed out that the assumption of monotonicity implies
that indifference curves must have a negative slope, so the MRS always
involves reducing the consumption of one good in order to get more of
another for monotonic preferences.

The case of convex indifference curves exhibits yet another kind of be-
havior for the MRS. For strictly convex indifference curves, the MRS—the
slope of the indifference curve—decreases (in absolute value) as we increase
21. Thus the indifference curves exhibit a diminishing marginal rate of
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substitution. This means that the amount of good 1 that the person is
willing to give up for an additional amount of good 2 increases the amount
of good 1 increases. Stated in this way, convexity of indifference curves
seems very natural: it says that the more you have of one good, the more
willing you are to give some of it up in exchange for the other good. (But
remember the ice cream and olives example—for some pairs of goods this
assumption might not hold!)

Summary

1. Economists assume that a consumer can rank various consumption pos-
sibilities. The way in which the consumer ranks the consumption bundles
describes the consumer’s preferences.

2. Indifference curves can be used to depict different kinds of preferences.

3. Well-behaved preferences are monotonic (meaning more is better) and
convex (meaning averages are preferred to extremes).

4. The marginal rate of substitution (MRS) measures the slope of the in-
difference curve. This can be interpreted as how much the consumer is
willing to give up of good 2 to acquire more of good 1.

REVIEW QUESTIONS

1. If we observe a consumer choosing (x1,z2) when (y1,y2) is available one
time, are we justified in concluding that (z1,x2) = (y1,v2)?

2. Consider a group of people A, B, C and the relation “at least as tall as,”
as in “A is at least as tall as B.” Is this relation transitive? Is it complete?

3. Take the same group of people and consider the relation “strictly taller
than.” Is this relation transitive? Is it reflexive? Is it complete?

4. A college football coach says that given any two linemen A and B, he
always prefers the one who is bigger and faster. Is this preference relation
transitive? Is it complete?

5. Can an indifference curve cross itself? For example, could Figure 3.2
depict a single indifference curve?

6. Could Figure 3.2 be a single indifference curve if preferences are mono-
tonic?
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7. If both pepperoni and anchovies are bads, will the indifference curve
have a positive or a negative slope?

8. Explain why convex preferences means that “averages are preferred to
extremes.”

9. What is your marginal rate of substitution of $1 bills for $5 bills?

10. If good 1 is a “neutral,” what is its marginal rate of substitution for
good 27

11. Think of some other goods for which your preferences might be concave.



CHAPTER 4

UTILITY

In Victorian days, philosophers and economists talked blithely of “utility”
as an indicator of a person’s overall well-being. Utility was thought of as
a numeric measure of a person’s happiness. Given this idea, it was natural
to think of consumers making choices so as to maximize their utility, that
is, to make themselves as happy as possible.

The trouble is that these classical economists never really described how
we were to measure utility. How are we supposed to quantify the “amount”
of utility associated with different choices? Is one person’s utility the same
as another’s? What would it mean to say that an extra candy bar would
give me twice as much utility as an extra carrot? Does the concept of utility
have any independent meaning other than its being what people maximize?

Because of these conceptual problems, economists have abandoned the
old-fashioned view of utility as being a measure of happiness. Instead,
the theory of consumer behavior has been reformulated entirely in terms
of consumer preferences, and utility is seen only as a way to describe
preferences.

Economists gradually came to recognize that all that mattered about
utility as far as choice behavior was concerned was whether one bundle
had a higher utility than another—how much higher didn’t really matter.
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Originally, preferences were defined in terms of utility: to say a bundle
(z1,22) was preferred to a bundle (y1,y2) meant that the x-bundle had a
higher utility than the y-bundle. But now we tend to think of things the
other way around. The preferences of the consumer are the fundamen-
tal description useful for analyzing choice, and utility is simply a way of
describing preferences.

A utility function is a way of assigning a number to every possible
consumption bundle such that more-preferred bundles get assigned larger
numbers than less-preferred bundles. That is, a bundle (z1, z2) is preferred
to a bundle (y1,y2) if and only if the utility of (z1,z2) is larger than the
utility of (y1,y2): in symbols, (z1,22) > (y1,y2) if and only if u(xy,z2) >
u(y1,y2)-

The only property of a utility assignment that is important is how it
orders the bundles of goods. The magnitude of the utility function is only
important insofar as it ranks the different consumption bundles; the size of
the utility difference between any two consumption bundles doesn’t matter.
Because of this emphasis on ordering bundles of goods, this kind of utility
is referred to as ordinal utility.

Consider for example Table 4.1, where we have illustrated several dif-
ferent ways of assigning utilities to three bundles of goods, all of which
order the bundles in the same way. In this example, the consumer prefers
A to B and B to C. All of the ways indicated are valid utility functions
that describe the same preferences because they all have the property that
A is assigned a higher number than B, which in turn is assigned a higher
number than C.

Different ways to assign utilities.

Bundle U1 UQ U3

A 3 17 -1
B 2 10 -2
C 1 .002 -3

Since only the ranking of the bundles matters, there can be no unique
way to assign utilities to bundles of goods. If we can find one way to assign
utility numbers to bundles of goods, we can find an infinite number of
ways to do it. If u(zq,z9) represents a way to assign utility numbers to
the bundles (x1,z2), then multiplying u(z1,z2) by 2 (or any other positive
number) is just as good a way to assign utilities.

Multiplication by 2 is an example of a monotonic transformation. A

Table
4.1
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monotonic transformation is a way of transforming one set of numbers into
another set of numbers in a way that preserves the order of the numbers.

We typically represent a monotonic transformation by a function f(u)
that transforms each number u into some other number f(u), in a way
that preserves the order of the numbers in the sense that uy > us implies
f(ur) > f(uz2). A monotonic transformation and a monotonic function are
essentially the same thing.

Examples of monotonic transformations are multiplication by a positive
number (e.g., f(u) = 3u), adding any number (e.g., f(u) = u+ 17), raising
u to an odd power (e.g., f(u) = u?), and so on.

The rate of change of f(u) as u changes can be measured by looking at
the change in f between two values of u, divided by the change in wu:

Af _ fluz) — f(w)

Au Us — Up

For a monotonic transformation, f(us)— f(u1) always has the same sign as
ug — u1. Thus a monotonic function always has a positive rate of change.
This means that the graph of a monotonic function will always have a
positive slope, as depicted in Figure 4.1A.

A B

A positive monotonic transformation. Panel A illustrates
a monotonic function—one that is always increasing. Panel B
illustrates a function that is not monotonic, since it sometimes
increases and sometimes decreases.

1 What we are calling a “monotonic transformation” is, strictly speaking, called a “posi-
tive monotonic transformation,” in order to distinguish it from a “negative monotonic
transformation,” which is one that reverses the order of the numbers. Monotonic
transformations are sometimes called “monotonous transformations,” which seems
unfair, since they can actually be quite interesting.
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If f(u) is any monotonic transformation of a utility function that repre-
sents some particular preferences, then f(u(z1,x2)) is also a utility function
that represents those same preferences.

Why? The argument is given in the following three statements:

1. To say that u(xy,z2) represents some particular preferences means that
u(z1,x2) > u(yr, y2) if and only if (z1,22) = (y1,y2).

2. But if f(u) is a monotonic transformation, then w(z1,z2) > u(y1,y2) if
and only if f(u(z1,22)) > f(u(y1,y2))-

3. Therefore, f(u(x1,22)) > f(u(yr,y2)) if and only if (x1,z2) = (y1,y2),
so the function f(u) represents the preferences in the same way as the
original utility function u(z1,x2).

We summarize this discussion by stating the following principle: a mono-
tonic transformation of a utility function is a utility function that represents
the same preferences as the original utility function.

Geometrically, a utility function is a way to label indifference curves.
Since every bundle on an indifference curve must have the same utility, a
utility function is a way of assigning numbers to the different indifference
curves in a way that higher indifference curves get assigned larger num-
bers. Seen from this point of view a monotonic transformation is just a
relabeling of indifference curves. As long as indifference curves containing
more-preferred bundles get a larger label than indifference curves contain-
ing less-preferred bundles, the labeling will represent the same preferences.

4.1 Cardinal Utility

There are some theories of utility that attach a significance to the magni-
tude of utility. These are known as cardinal utility theories. In a theory
of cardinal utility, the size of the utility difference between two bundles of
goods is supposed to have some sort of significance.

We know how to tell whether a given person prefers one bundle of goods
to another: we simply offer him or her a choice between the two bundles
and see which one is chosen. Thus we know how to assign an ordinal utility
to the two bundles of goods: we just assign a higher utility to the chosen
bundle than to the rejected bundle. Any assignment that does this will be
a utility function. Thus we have an operational criterion for determining
whether one bundle has a higher utility than another bundle for some
individual.

But how do we tell if a person likes one bundle twice as much as another?
How could you even tell if you like one bundle twice as much as another?

One could propose various definitions for this kind of assignment: I like
one bundle twice as much as another if I am willing to pay twice as much
for it. Or, I like one bundle twice as much as another if I am willing to run
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twice as far to get it, or to wait twice as long, or to gamble for it at twice
the odds.

There is nothing wrong with any of these definitions; each one would
give rise to a way of assigning utility levels in which the magnitude of the
numbers assigned had some operational significance. But there isn’t much
right about them either. Although each of them is a possible interpretation
of what it means to want one thing twice as much as another, none of them
appears to be an especially compelling interpretation of that statement.

Even if we did find a way of assigning utility magnitudes that seemed
to be especially compelling, what good would it do us in describing choice
behavior? To tell whether one bundle or another will be chosen, we only
have to know which is preferred—which has the larger utility. Knowing
how much larger doesn’t add anything to our description of choice. Since
cardinal utility isn’t needed to describe choice behavior and there is no
compelling way to assign cardinal utilities anyway, we will stick with a
purely ordinal utility framework.

4.2 Constructing a Utility Function

But are we assured that there is any way to assign ordinal utilities? Given
a preference ordering can we always find a utility function that will order
bundles of goods in the same way as those preferences? Is there a utility
function that describes any reasonable preference ordering?

Not all kinds of preferences can be represented by a utility function.
For example, suppose that someone had intransitive preferences so that
A= B> C > A. Then a utility function for these preferences would have
to consist of numbers u(A4), u(B), and u(C) such that u(4) > w(B) >
u(C) > u(A). But this is impossible.

However, if we rule out perverse cases like intransitive preferences, it
turns out that we will typically be able to find a utility function to represent
preferences. We will illustrate one construction here, and another one in
Chapter 14.

Suppose that we are given an indifference map as in Figure 4.2. We know
that a utility function is a way to label the indifference curves such that
higher indifference curves get larger numbers. How can we do this?

One easy way is to draw the diagonal line illustrated and label each
indifference curve with its distance from the origin measured along the
line.

How do we know that this is a utility function? It is not hard to see that
if preferences are monotonic then the line through the origin must intersect
every indifference curve exactly once. Thus every bundle is getting a label,
and those bundles on higher indifference curves are getting larger labels—
and that’s all it takes to be a utility function.
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Constructing a utility function from indifference curves.
Draw a diagonal line and label each indifference curve with how
far it is from the origin measured along the line.

This gives us one way to find a labeling of indifference curves, at least as
long as preferences are monotonic. This won’t always be the most natural
way in any given case, but at least it shows that the idea of an ordinal utility
function is pretty general: nearly any kind of “reasonable” preferences can
be represented by a utility function.

4.3 Some Examples of Utility Functions

In Chapter 3 we described some examples of preferences and the indiffer-
ence curves that represented them. We can also represent these preferences
by utility functions. If you are given a utility function, u(xy,z2), it is rel-
atively easy to draw the indifference curves: you just plot all the points
(z1,22) such that u(zq,2z2) equals a constant. In mathematics, the set of
all (x1,x2) such that u(xz1,x2) equals a constant is called a level set. For
each different value of the constant, you get a different indifference curve.

EXAMPLE: Indifference Curves from Utility

Suppose that the utility function is given by: u(z1,z2) = x129. What do
the indifference curves look like?

Figure
4.2
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We know that a typical indifference curve is just the set of all z; and x4
such that k = x1x5 for some constant k. Solving for x5 as a function of xy,
we see that a typical indifference curve has the formula:

k
To — —.
Z1

This curve is depicted in Figure 4.3 for £k =1,2,3---.

%)

Indifference
curves

- N

%

Indifference curves. The indifference curves k = x1xzo for
different values of k.

Let’s consider another example. Suppose that we were given a utility
function v(xy,22) = z?23. What do its indifference curves look like? By
the standard rules of algebra we know that:

v(x1,20) = 2322 = (2122)? = u(w1, 20)2.

Thus the utility function v(z1,x2) is just the square of the utility func-
tion u(xy, z2). Since u(xy, x2) cannot be negative, it follows that v(xy, z2)
is a monotonic transformation of the previous utility function, u(x,x2).
This means that the utility function v(zy,z2) = x%m% has to have exactly
the same shaped indifference curves as those depicted in Figure 4.3. The

labeling of the indifference curves will be different—the labels that were
1,2,3,--- willnow be 1, 4,9, - - -—Dbut the set of bundles that has v(z1, z2) =
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9 is exactly the same as the set of bundles that has u(xy,z2) = 3. Thus
v(z1, x2) describes exactly the same preferences as u(x1, x2) since it orders
all of the bundles in the same way.

Going the other direction—finding a utility function that represents some
indifference curves—is somewhat more difficult. There are two ways to
proceed. The first way is mathematical. Given the indifference curves, we
want to find a function that is constant along each indifference curve and
that assigns higher values to higher indifference curves.

The second way is a bit more intuitive. Given a description of the pref-
erences, we try to think about what the consumer is trying to maximize—
what combination of the goods describes the choice behavior of the con-
sumer. This may seem a little vague at the moment, but it will be more
meaningful after we discuss a few examples.

Perfect Substitutes

Remember the red pencil and blue pencil example? All that mattered to
the consumer was the total number of pencils. Thus it is natural to measure
utility by the total number of pencils. Therefore we provisionally pick the
utility function w(z1, x9) = x1+x2. Does this work? Just ask two things: is
this utility function constant along the indifference curves? Does it assign
a higher label to more-preferred bundles? The answer to both questions is
yes, so we have a utility function.

Of course, this isn’t the only utility function that we could use. We could
also use the square of the number of pencils. Thus the utility function
v(z1,22) = (21 + 22)? = 2% + 22122 + 23 will also represent the perfect-
substitutes preferences, as would any other monotonic transformation of
u(azl s 1’2).

What if the consumer is willing to substitute good 1 for good 2 at a rate
that is different from one-to-one? Suppose, for example, that the consumer
would require two units of good 2 to compensate him for giving up one unit
of good 1. This means that good 1 is twice as valuable to the consumer as
good 2. The utility function therefore takes the form w(zq, z2) = 21 + x2.
Note that this utility yields indifference curves with a slope of —2.

In general, preferences for perfect substitutes can be represented by a
utility function of the form

u(zy,x2) = axy + brs.

Here a and b are some positive numbers that measure the “value” of goods
1 and 2 to the consumer. Note that the slope of a typical indifference curve
is given by —a/b.
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Perfect Complements

This is the left shoe-right shoe case. In these preferences the consumer only
cares about the number of pairs of shoes he has, so it is natural to choose
the number of pairs of shoes as the utility function. The number of complete
pairs of shoes that you have is the minimum of the number of right shoes
you have, 1, and the number of left shoes you have, x5. Thus the utility
function for perfect complements takes the form w(z1,x2) = min{xy, xo}.

To verify that this utility function actually works, pick a bundle of goods
such as (10,10). If we add one more unit of good 1 we get (11,10),
which should leave us on the same indifference curve. Does it? Yes, since
min{10,10} = min{11, 10} = 10.

So u(x1,x2) = min{xy, 22} is a possible utility function to describe per-
fect complements. As usual, any monotonic transformation would be suit-
able as well.

What about the case where the consumer wants to consume the goods
in some proportion other than one-to-one? For example, what about the
consumer who always uses 2 teaspoons of sugar with each cup of tea? If x;
is the number of cups of tea available and x5 is the number of teaspoons
of sugar available, then the number of correctly sweetened cups of tea will
be min{z1, $22}.

This is a little tricky so we should stop to think about it. If the number
of cups of tea is greater than half the number of teaspoons of sugar, then
we know that we won’t be able to put 2 teaspoons of sugar in each cup.
In this case, we will only end up with %xg correctly sweetened cups of tea.
(Substitute some numbers in for z7 and x5 to convince yourself.)

Of course, any monotonic transformation of this utility function will
describe the same preferences. For example, we might want to multiply by
2 to get rid of the fraction. This gives us the utility function u(zq,z2) =
min{2zy, 22}

In general, a utility function that describes perfect-complement prefer-
ences is given by

u(z1,x2) = min{axy, bra},

where a and b are positive numbers that indicate the proportions in which
the goods are consumed.

Quasilinear Preferences

Here’s a shape of indifference curves that we haven’t seen before. Suppose
that a consumer has indifference curves that are vertical translates of one
another, as in Figure 4.4. This means that all of the indifference curves are
just vertically “shifted” versions of one indifference curve. It follows that
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the equation for an indifference curve takes the form xzo = k — v(z1), where
k is a different constant for each indifference curve. This equation says that
the height of each indifference curve is some function of 1, —v(z1), plus a
constant k. Higher values of k give higher indifference curves. (The minus
sign is only a convention; we’ll see why it is convenient below.)

2

Indifference
curves

X

Quasilinear preferences. FEach indifference curve is a verti-
cally shifted version of a single indifference curve.

The natural way to label indifference curves here is with k—roughly
speaking, the height of the indifference curve along the vertical axis. Solv-
ing for k and setting it equal to utility, we have

u(xy, x2) = k = v(x1) + 2.

In this case the utility function is linear in good 2, but (possibly) non-
linear in good 1; hence the name quasilinear utility, meaning “partly
linear” utility. Specific examples of quasilinear utility would be u(z1, z2) =
VZ1 + x2, or u(zy,x2) = Inxy + x2. Quasilinear utility functions are not
particularly realistic, but they are very easy to work with, as we’ll see in
several examples later on in the book.

Cobb-Douglas Preferences

Another commonly used utility function is the Cobb-Douglas utility func-
tion
u(zy, 29) = 253,

Figure
4.4
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where ¢ and d are positive numbers that describe the preferences of the
constuimer.?

The Cobb-Douglas utility function will be useful in several examples.
The preferences represented by the Cobb-Douglas utility function have the
general shape depicted in Figure 4.5. In Figure 4.5A, we have illustrated the
indifference curves for ¢ = 1/2, d = 1/2. In Figure 4.5B, we have illustrated
the indifference curves for ¢ = 1/5, d = 4/5. Note how different values of

the parameters ¢ and d lead to different shapes of the indifference curves.

Xy \ Xy

[

24

A c=1/2d=1/2 B c=1/5d=4/5

Cobb-Douglas indifference curves. Panel A shows the case
where ¢ = 1/2, d = 1/2 and panel B shows the case where
c=1/5,d=4/5.

Cobb-Douglas indifference curves look just like the nice convex mono-
tonic indifference curves that we referred to as “well-behaved indifference
curves” in Chapter 3. Cobb-Douglas preferences are the standard exam-
ple of indifference curves that look well-behaved, and in fact the formula
describing them is about the simplest algebraic expression that generates
well-behaved preferences. We’ll find Cobb-Douglas preferences quite useful
to present algebraic examples of the economic ideas we’ll study later.

Of course a monotonic transformation of the Cobb-Douglas utility func-
tion will represent exactly the same preferences, and it is useful to see a
couple of examples of these transformations.

2 Paul Douglas was a twentieth-century economist at the University of Chicago who
later became a U.S. senator. Charles Cobb was a mathematician at Amherst College.
The Cobb-Douglas functional form was originally used to study production behavior.
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First, if we take the natural log of utility, the product of the terms will
become a sum so that we have

v(xy,29) = In(x$zd) = clnzy + dlnz,.

The indifference curves for this utility function will look just like the ones
for the first Cobb-Douglas function, since the logarithm is a monotonic
transformation. (For a brief review of natural logarithms, see the Mathe-
matical Appendix at the end of the book.)
For the second example, suppose that we start with the Cobb-Douglas
form
v(xy,x0) = xlad.

Then raising utility to the 1/(c + d) power, we have

c d
c+d c+d
Ty Ty
Now define a new number .
c+d’

We can now write our utility function as

v(xy, x0) = 2§ "
This means that we can always take a monotonic transformation of the
Cobb-Douglas utility function that make the exponents sum to 1. This
will turn out to have a useful interpretation later on.
The Cobb-Douglas utility function can be expressed in a variety of ways;
you should learn to recognize them, as this family of preferences is very
useful for examples.

4.4 Marginal Utility

Consider a consumer who is consuming some bundle of goods, (x1,x3).
How does this consumer’s utility change as we give him or her a little more
of good 17 This rate of change is called the marginal utility with respect
to good 1. We write it as MU; and think of it as being a ratio,

AU u(zy + Az, xo) — u(2y, 22)

MU, = =
! ACCl Al‘l ’

that measures the rate of change in utility (AU) associated with a small
change in the amount of good 1 (Az;). Note that the amount of good 2 is
held fixed in this calculation.?

3 See the appendix to this chapter for a calculus treatment of marginal utility.
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This definition implies that to calculate the change in utility associated
with a small change in consumption of good 1, we can just multiply the
change in consumption by the marginal utility of the good:

AU = MU1 AIl .
The marginal utility with respect to good 2 is defined in a similar manner:

MU, = AU _ u(xy, xo + Axg) — u(xl,zg).
Al‘g Al‘z

Note that when we compute the marginal utility with respect to good 2 we
keep the amount of good 1 constant. We can calculate the change in utility
associated with a change in the consumption of good 2 by the formula

AU = MUQAIQ.

It is important to realize that the magnitude of marginal utility depends
on the magnitude of utility. Thus it depends on the particular way that we
choose to measure utility. If we multiplied utility by 2, then marginal utility
would also be multiplied by 2. We would still have a perfectly valid utility
function in that it would represent the same preferences, but it would just
be scaled differently.

This means that marginal utility itself has no behavioral content. How
can we calculate marginal utility from a consumer’s choice behavior? We
can’t. Choice behavior only reveals information about the way a consumer
ranks different bundles of goods. Marginal utility depends on the partic-
ular utility function that we use to reflect the preference ordering and its
magnitude has no particular significance. However, it turns out that mar-
ginal utility can be used to calculate something that does have behavioral
content, as we will see in the next section.

4.5 Marginal Utility and MRS

A utility function u(z1,22) can be used to measure the marginal rate of
substitution (MRS) defined in Chapter 3. Recall that the MRS measures
the slope of the indifference curve at a given bundle of goods; it can be
interpreted as the rate at which a consumer is just willing to substitute a
small amount of good 2 for good 1.

This interpretation gives us a simple way to calculate the MRS. Con-
sider a change in the consumption of each good, (Axy,Azs), that keeps
utility constant—that is, a change in consumption that moves us along the
indifference curve. Then we must have

MU Az + MUsAze = AU = 0.
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Solving for the slope of the indifference curve we have

A.’L‘Q MU1
MRS = —/—=£ — _ . 4.1
RS Axl MU2 ( )

(Note that we have 2 over 1 on the left-hand side of the equation and 1
over 2 on the right-hand side. Don’t get confused!)

The algebraic sign of the MRS is negative: if you get more of good 1 you
have to get less of good 2 in order to keep the same level of utility. However,
it gets very tedious to keep track of that pesky minus sign, so economists
often refer to the MRS by its absolute value—that is, as a positive number.
We'll follow this convention as long as no confusion will result.

Now here is the interesting thing about the MRS calculation: the MRS
can be measured by observing a person’s actual behavior—we find that
rate of exchange where he or she is just willing to stay put, as described in
Chapter 3.

The utility function, and therefore the marginal utility function, is not
uniquely determined. Any monotonic transformation of a utility function
leaves you with another equally valid utility function. Thus, if we multiply
utility by 2, for example, the marginal utility is multiplied by 2. Thus the
magnitude of the marginal utility function depends on the choice of utility
function, which is arbitrary. It doesn’t depend on behavior alone; instead
it depends on the utility function that we use to describe behavior.

But the ratio of marginal utilities gives us an observable magnitude—
namely the marginal rate of substitution. The ratio of marginal utilities
is independent of the particular transformation of the utility function you
choose to use. Look at what happens if you multiply utility by 2. The

MRS becomes
2MU;

OMUy

The 2s just cancel out, so the MRS remains the same.

The same sort of thing occurs when we take any monotonic transforma-
tion of a utility function. Taking a monotonic transformation is just rela-
beling the indifference curves, and the calculation for the MRS described
above is concerned with moving along a given indifference curve. Even
though the marginal utilities are changed by monotonic transformations,
the ratio of marginal utilities is independent of the particular way chosen
to represent the preferences.

MRS = —

4.6 Utility for Commuting

Utility functions are basically ways of describing choice behavior: if a bun-
dle of goods X is chosen when a bundle of goods Y is available, then X
must have a higher utility than Y. By examining choices consumers make
we can estimate a utility function to describe their behavior.
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This idea has been widely applied in the field of transportation economics
to study consumers’ commuting behavior. In most large cities commuters
have a choice between taking public transit or driving to work. Each of
these alternatives can be thought of as representing a bundle of different
characteristics: travel time, waiting time, out-of-pocket costs, comfort, con-
venience, and so on. We could let 21 be the amount of travel time involved
in each kind of transportation, xs the amount of waiting time for each kind,
and so on.

If (z1,29,...,2,) represents the values of n different characteristics of
driving, say, and (y1,y2, - .-, yn) represents the values of taking the bus, we
can consider a model where the consumer decides to drive or take the bus
depending on whether he prefers one bundle of characteristics to the other.

More specifically, let us suppose that the average consumer’s preferences
for characteristics can be represented by a utility function of the form

Uz, @2, ...,2,) = f121 + Paxa + - - + Bnp,

where the coefficients 1,32, and so on are unknown parameters. Any
monotonic transformation of this utility function would describe the choice
behavior equally well, of course, but the linear form is especially easy to
work with from a statistical point of view.

Suppose now that we observe a number of similar consumers making
choices between driving and taking the bus based on the particular pattern
of commute times, costs, and so on that they face. There are statistical
techniques that can be used to find the values of the coefficients (3; for ¢ =
1,...,n that best fit the observed pattern of choices by a set of consumers.
These statistical techniques give a way to estimate the utility function for
different transportation modes.

One study reports a utility function that had the form*

U(TW,TT,C) = —0.147TW — 0.0411TT — 2.24C, (4.2)

where

TW = total walking time to and from bus or car
TT = total time of trip in minutes
C = total cost of trip in dollars

The estimated utility function in the Domenich-McFadden book correctly
described the choice between auto and bus transport for 93 percent of the
households in their sample.

4 See Thomas Domenich and Daniel McFadden, Urban Travel Demand (North-Holland
Publishing Company, 1975). The estimation procedure in this book also incorporated
various demographic characteristics of the households in addition to the purely eco-
nomic variables described here. Daniel McFadden was awarded the Nobel Prize in
economics in 2000 for his work in developing techniques to estimate models of this
sort.
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The coefficients on the variables in Equation (4.2) describe the weight
that an average household places on the various characteristics of their
commuting trips; that is, the marginal utility of each characteristic. The
ratio of one coefficient to another measures the marginal rate of substitu-
tion between one characteristic and another. For example, the ratio of the
marginal utility of walking time to the marginal utility of total time indi-
cates that walking time is viewed as being roughly 3 times as onerous as
travel time by the average consumer. In other words, the consumer would
be willing to substitute 3 minutes of additional travel time to save 1 minute
of walking time.

Similarly, the ratio of cost to travel time indicates the average consumer’s
tradeoff between these two variables. In this study, the average commuter
valued a minute of commute time at 0.0411/2.24 = 0.0183 dollars per
minute, which is $1.10 per hour. For comparison, the hourly wage for the
average commuter in 1967, the year of the study, was about $2.85 an hour.

Such estimated utility functions can be very valuable for determining
whether or not it is worthwhile to make some change in the public trans-
portation system. For example, in the above utility function one of the
significant factors explaining mode choice is the time involved in taking
the trip. The city transit authority can, at some cost, add more buses to
reduce this travel time. But will the number of extra riders warrant the
increased expense?

Given a utility function and a sample of consumers we can forecast which
consumers will drive and which consumers will choose to take the bus. This
will give us some idea as to whether the revenue will be sufficient to cover
the extra cost.

Furthermore, we can use the marginal rate of substitution to estimate
the value that each consumer places on the reduced travel time. We saw
above that in the Domenich-McFadden study the average commuter in
1967 valued commute time at a rate of $1.10 per hour. Thus the commuter
should be willing to pay about $0.37 to cut 20 minutes from his or her
trip. This number gives us a measure of the dollar benefit of providing
more timely bus service. This benefit must be compared to the cost of
providing more timely bus service in order to determine if such provision
is worthwhile. Having a quantitative measure of benefit will certainly be
helpful in making a rational decision about transport policy.

Summary

1. A utility function is simply a way to represent or summarize a prefer-
ence ordering. The numerical magnitudes of utility levels have no intrinsic
meaning.

2. Thus, given any one utility function, any monotonic transformation of
it will represent the same preferences.
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3. The marginal rate of substitution, MRS, can be calculated from the
utility function via the formula MRS = Azy/Axy = — MU, /MUs.

REVIEW QUESTIONS

1. The text said that raising a number to an odd power was a monotonic
transformation. What about raising a number to an even power? Is this a
monotonic transformation? (Hint: consider the case f(u) = u?.)

2. Which of the following are monotonic transformations? (1) u = 2v — 13;
(2) u=—1/v% 3) u=1/v% (4) u=Inv; (5) u = —e7 % (6) u = v?%
(7) u =12 for v > 0; (8) u =2 for v < 0.

3. We claimed in the text that if preferences were monotonic, then a diag-
onal line through the origin would intersect each indifference curve exactly
once. Can you prove this rigorously? (Hint: what would happen if it
intersected some indifference curve twice?)

4. What kind of preferences are represented by a utility function of the
form wu(z1,22) = /x1 + 227 What about the utility function v(zq,z2) =
13z1 + 13257

5. What kind of preferences are represented by a utility function of the form
u(xy,m2) = 21+ /227 Is the utility function v(xy, rs) = 2% + 221 /T2 + 22
a monotonic transformation of u(z1,z2)?

6. Consider the utility function w(z1,22) = /x123. What kind of pref-
erences does it represent? Is the function v(wz1,22) = 2?22 a monotonic
transformation of u(zy,x2)? Is the function w(x1,x2) = 322 a monotonic

transformation of u(zy, x2)?

7. Can you explain why taking a monotonic transformation of a utility
function doesn’t change the marginal rate of substitution?

APPENDIX

First, let us clarify what is meant by “marginal utility.” As elsewhere in eco-

nomics, “marginal” just means a derivative. So the marginal utility of good 1 is
just
u(xz1 + Az, z2) — u(z1, T2) Ou(x1,x2)

= 1. = .
MU, Axllni»o Axq o0z

Note that we have used the partial derivative here, since the marginal utility
of good 1 is computed holding good 2 fixed.
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Now we can rephrase the derivation of the MRS given in the text using calculus.
We'll do it two ways: first by using differentials, and second by using implicit
functions.

For the first method, we consider making a change (dz1, dz2) that keeps utility
constant. So we want

du — au(m,m)dm . ou(x1,x2)
Ox1 O
The first term measures the increase in utility from the small change dx1, and
the second term measures the increase in utility from the small change dzs. We
want to pick these changes so that the total change in utility, du, is zero. Solving
for dzo/dx:1 gives us

daig = 0.

dzo  Ou(xi,22)/021
dri _au(achacz)/(?xg’
which is just the calculus analog of equation (4.1) in the text.

As for the second method, we now think of the indifference curve as being
described by a function z2(z1). That is, for each value of z1, the function x2(x1)
tells us how much 2 we need to get on that specific indifference curve. Thus the
function z2(z1) has to satisfy the identity

u(zy, z2(z1)) = K,

where k is the utility label of the indifference curve in question.
We can differentiate both sides of this identity with respect to x1 to get

ou(x1,x2) n Ou(x1,x2) Oxa(x1)
01 Oz Oy
Notice that ;1 occurs in two places in this identity, so changing x; will change
the function in two ways, and we have to take the derivative at each place that
Z1 appears.
We then solve this equation for dz2(x1)/0z1 to find
Ora(z1) 7811(1:1,3:2)/81‘1
dr1 Ou(wi,x2)/0xo’

=0.

just as we had before.

The implicit function method is a little more rigorous, but the differential
method is more direct, as long as you don’t do something silly.

Suppose that we take a monotonic transformation of a utility function, say,
v(z1,x2) = f(u(z1,22)). Let’s calculate the MRS for this utility function. Using
the chain rule

_ Ov/0xy _ Of/Ou Ou/Ox

MRS = Ov/0r2  Of/Ou Ou/Oxa
78’[,6/817}1
Ou/Ox2

since the df/0u term cancels out from both the numerator and denominator.
This shows that the MRS is independent of the utility representation.

This gives a useful way to recognize preferences that are represented by dif-
ferent utility functions: given two utility functions, just compute the marginal
rates of substitution and see if they are the same. If they are, then the two
utility functions have the same indifference curves. If the direction of increasing
preference is the same for each utility function, then the underlying preferences
must be the same.
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EXAMPLE: Cobb-Douglas Preferences

The MRS for Cobb-Douglas preferences is easy to calculate by using the formula
derived above.
If we choose the log representation where

u(z1,x2) = clnz + dInzo,

then we have
Ou(x1,x2)/0r1
N Ou(xz1,x2)/0x2
_¢/m
- d/IQ
c T2
Tda
Note that the MRS only depends on the ratio of the two parameters and the
quantity of the two goods in this case.
What if we choose the exponent representation where

MRS =

(w1, x2) = x¢zd?

Then we have
_ Ou(w1,x2)/0m1

Ou(x1,2)/0x2
cxy Y24

d—1

dx{zs

CI2

d$1 ’
which is the same as we had before. Of course you knew all along that a monotonic
transformation couldn’t change the marginal rate of substitution!

MRS =



CHAPTER 5

CHOICE

In this chapter we will put together the budget set and the theory of prefer-
ences in order to examine the optimal choice of consumers. We said earlier
that the economic model of consumer choice is that people choose the best
bundle they can afford. We can now rephrase this in terms that sound more
professional by saying that “consumers choose the most preferred bundle
from their budget sets.”

5.1 Optimal Choice

A typical case is illustrated in Figure 5.1. Here we have drawn the budget
set and several of the consumer’s indifference curves on the same diagram.
We want to find the bundle in the budget set that is on the highest indif-
ference curve. Since preferences are well-behaved, so that more is preferred
to less, we can restrict our attention to bundles of goods that lie on the
budget line and not worry about those beneath the budget line.

Now simply start at the right-hand corner of the budget line and move to
the left. As we move along the budget line we note that we are moving to
higher and higher indifference curves. We stop when we get to the highest
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indifference curve that just touches the budget line. In the diagram, the
bundle of goods that is associated with the highest indifference curve that
just touches the budget line is labeled (x7, x3).

The choice (x7,z3) is an optimal choice for the consumer. The set
of bundles that she prefers to (x7, x5)—the set of bundles above her indif-
ference curve—doesn’t intersect the bundles she can afford—the bundles
beneath her budget line. Thus the bundle (27, 3) is the best bundle that
the consumer can afford.

Xy

Indifference
curves

Optimal
choice

*
X X1

Optimal choice. The optimal consumption position is where
the indifference curve is tangent to the budget line.

Note an important feature of this optimal bundle: at this choice, the
indifference curve is tangent to the budget line. If you think about it a
moment you'll see that this has to be the case: if the indifference curve
weren’t tangent, it would cross the budget line, and if it crossed the budget
line, there would be some nearby point on the budget line that lies above
the indifference curve—which means that we couldn’t have started at an
optimal bundle.
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Does this tangency condition really have to hold at an optimal choice?
Well, it doesn’t hold in all cases, but it does hold for most interesting cases.
What is always true is that at the optimal point the indifference curve can’t
cross the budget line. So when does “not crossing” imply tangent? Let’s
look at the exceptions first.

First, the indifference curve might not have a tangent line, as in Fig-
ure 5.2. Here the indifference curve has a kink at the optimal choice, and
a tangent just isn’t defined, since the mathematical definition of a tangent
requires that there be a unique tangent line at each point. This case doesn’t
have much economic significance—it is more of a nuisance than anything
else.

%)

Indifference
curves

Budget line

X] &
Kinky tastes. Here is an optimal consumption bundle where Figure
the indifference curve doesn’t have a tangent. 5.2

The second exception is more interesting. Suppose that the optimal
point occurs where the consumption of some good is zero as in Figure 5.3.
Then the slope of the indifference curve and the slope of the budget line
are different, but the indifference curve still doesn’t cross the budget line.
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We say that Figure 5.3 represents a boundary optimum, while a case
like Figure 5.1 represents an interior optimum.

If we are willing to rule out “kinky tastes” we can forget about the
example given in Figure 5.2.1 And if we are willing to restrict ourselves only
to interior optima, we can rule out the other example. If we have an interior
optimum with smooth indifference curves, the slope of the indifference curve
and the slope of the budget line must be the same ... because if they were
different the indifference curve would cross the budget line, and we couldn’t
be at the optimal point.

%9

Indifference
curves

Budget
line

x{ X1

Boundary optimum. The optimal consumption involves con-
suming zero units of good 2. The indifference curve is not tan-
gent to the budget line.

We've found a necessary condition that the optimal choice must satisfy.
If the optimal choice involves consuming some of both goods—so that it is
an interior optimum-—then necessarily the indifference curve will be tangent
to the budget line. But is the tangency condition a sufficient condition for
a bundle to be optimal? If we find a bundle where the indifference curve
is tangent to the budget line, can we be sure we have an optimal choice?

Look at Figure 5.4. Here we have three bundles where the tangency
condition is satisfied, all of them interior, but only two of them are optimal.

L Otherwise, this book might get an R rating.
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So in general, the tangency condition is only a necessary condition for
optimality, not a sufficient condition.

X2

Indifference
curves

Optimal
bundles

Nonoptimal
bundle

Budget line

X1

More than one tangency. Here there are three tangencies,
but only two optimal points, so the tangency condition is nec-
essary but not sufficient.

However, there is one important case where it is sufficient: the case
of convex preferences. In the case of convex preferences, any point that
satisfies the tangency condition must be an optimal point. This is clear
geometrically: since convex indifference curves must curve away from the
budget line, they can’t bend back to touch it again.

Figure 5.4 also shows us that in general there may be more than one
optimal bundle that satisfies the tangency condition. However, again con-
vexity implies a restriction. If the indifference curves are strictly convex—
they don’t have any flat spots—then there will be only one optimal choice
on each budget line. Although this can be shown mathematically, it is also
quite plausible from looking at the figure.

The condition that the MRS must equal the slope of the budget line at
an interior optimum is obvious graphically, but what does it mean econom-
ically? Recall that one of our interpretations of the MRS is that it is that
rate of exchange at which the consumer is just willing to stay put. Well,
the market is offering a rate of exchange to the consumer of —p;/ps—if

Figure
5.4
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you give up one unit of good 1, you can buy p;/ps units of good 2. If the
consumer is at a consumption bundle where he or she is willing to stay put,
it must be one where the MRS is equal to this rate of exchange:

MRS = — 2L,

P2
Another way to think about this is to imagine what would happen if the
MRS were different from the price ratio. Suppose, for example, that the
MRS is Azy/Az; = —1/2 and the price ratio is 1/1. Then this means the
consumer is just willing to give up 2 units of good 1 in order to get 1 unit of
good 2—but the market is willing to exchange them on a one-to-one basis.
Thus the consumer would certainly be willing to give up some of good 1 in
order to purchase a little more of good 2. Whenever the MRS is different
from the price ratio, the consumer cannot be at his or her optimal choice.

5.2 Consumer Demand

The optimal choice of goods 1 and 2 at some set of prices and income is
called the consumer’s demanded bundle. In general when prices and
income change, the consumer’s optimal choice will change. The demand
function is the function that relates the optimal choice—the quantities
demanded—to the different values of prices and incomes.

We will write the demand functions as depending on both prices and
income: 1 (p1, p2, m) and xa(p1, p2, m). For each different set of prices and
income, there will be a different combination of goods that is the optimal
choice of the consumer. Different preferences will lead to different demand
functions; we’ll see some examples shortly. Our major goal in the next
few chapters is to study the behavior of these demand functions—how the
optimal choices change as prices and income change.

5.3 Some Examples

Let us apply the model of consumer choice we have developed to the exam-
ples of preferences described in Chapter 3. The basic procedure will be the
same for each example: plot the indifference curves and budget line and
find the point where the highest indifference curve touches the budget line.

Perfect Substitutes
The case of perfect substitutes is illustrated in Figure 5.5. We have three

possible cases. If ps > p1, then the slope of the budget line is flatter than
the slope of the indifference curves. In this case, the optimal bundle is
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where the consumer spends all of his or her money on good 1. If p; > po,
then the consumer purchases only good 2. Finally, if p; = po, there is a
whole range of optimal choices—any amount of goods 1 and 2 that satisfies
the budget constraint is optimal in this case. Thus the demand function
for good 1 will be

m/p when p; < po;
1 = ¢ any number between 0 and m/p; when p; = po;
0 when p; > ps.

Are these results consistent with common sense? All they say is that
if two goods are perfect substitutes, then a consumer will purchase the
cheaper one. If both goods have the same price, then the consumer doesn’t
care which one he or she purchases.

X2

Indifference
curves

Slope = -1

Optimal choice

xf=m/p, &

Optimal choice with perfect substitutes. If the goods are
perfect substitutes, the optimal choice will usually be on the
boundary.

Perfect Complements

The case of perfect complements is illustrated in Figure 5.6. Note that
the optimal choice must always lie on the diagonal, where the consumer is
purchasing equal amounts of both goods, no matter what the prices are.

Figure
5.5
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In terms of our example, this says that people with two feet buy shoes in
pairs.?

Let us solve for the optimal choice algebraically. We know that this
consumer is purchasing the same amount of good 1 and good 2, no matter
what the prices. Let this amount be denoted by x. Then we have to satisfy
the budget constraint

p1T + p2x = m.
Solving for = gives us the optimal choices of goods 1 and 2:

m
p1+Dp2

T1 =X =T =

The demand function for the optimal choice here is quite intuitive. Since
the two goods are always consumed together, it is just as if the consumer
were spending all of her money on a single good that had a price of p; + ps.

%)

Indifference
curves

Optimal choice

Budget line

Xt 24

Optimal choice with perfect complements. If the goods
are perfect complements, the quantities demanded will always
lie on the diagonal since the optimal choice occurs where x;
equals zs.

2 Don’t worry, we’ll get some more exciting results later on.
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X2 Xy

Optimal choice Budget line

/ Budget line
N /
B

Optimal choice

-
\0 -
e
.\\\
B
1 1 1
1 2 3 X1 1 2 3 X1
A Zero units demanded B 1 unit demanded

Discrete goods. In panel A the demand for good 1 is zero,
while in panel B one unit will be demanded.

Neutrals and Bads

In the case of a neutral good the consumer spends all of her money on the
good she likes and doesn’t purchase any of the neutral good. The same
thing happens if one commodity is a bad. Thus, if commodity 1 is a good
and commodity 2 is a bad, then the demand functions will be

T, — —
b1

Discrete Goods

Suppose that good 1 is a discrete good that is available only in integer
units, while good 2 is money to be spent on everything else. If the con-
sumer chooses 1,2,3, -+ units of good 1, she will implicitly choose the
consumption bundles (1,m —p1), (2,m —2p1), (3,m —3p1), and so on. We
can simply compare the utility of each of these bundles to see which has
the highest utility.

Alternatively, we can use the indifference-curve analysis in Figure 5.7. As
usual, the optimal bundle is the one on the highest indifference “curve.” If
the price of good 1 is very high, then the consumer will choose zero units
of consumption; as the price decreases the consumer will find it optimal to
consume 1 unit of the good. Typically, as the price decreases further the
consumer will choose to consume more units of good 1.

Figure
5.7
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Concave Preferences

Consider the situation illustrated in Figure 5.8. Is X the optimal choice?
No! The optimal choice for these preferences is always going to be a bound-
ary choice, like bundle Z. Think of what nonconvex preferences mean. If
you have money to purchase ice cream and olives, and you don’t like to
consume them together, you’ll spend all of your money on one or the other.

Xy

Indifference
curves

Nonoptimal
choice

Optimal
choice

V4 X1
Figure Optimal choice with concave preferences. The optimal
5.8 choice is the boundary point, Z, not the interior tangency point,

X, because Z lies on a higher indifference curve.

Cobb-Douglas Preferences

Suppose that the utility function is of the Cobb-Douglas form, u(x1,x2) =
r$z4. In the Appendix to this chapter we use calculus to derive the optimal
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choices for this utility function. They turn out to be

o com
xl_c—&—dpil
d m
$2—C+le2.

These demand functions are often useful in algebraic examples, so you
should probably memorize them.

The Cobb-Douglas preferences have a convenient property. Consider the
fraction of his income that a Cobb-Douglas consumer spends on good 1. If
he consumes x; units of good 1, this costs him p;yxq, so this represents a
fraction pyx1/m of total income. Substituting the demand function for x;

we have
piri _p1 ¢ m c

m me+dp  c+d

Similarly the fraction of his income that the consumer spends on good 2 is
d/(c+d).

Thus the Cobb-Douglas consumer always spends a fixed fraction of his
income on each good. The size of the fraction is determined by the exponent
in the Cobb-Douglas function.

This is why it is often convenient to choose a representation of the Cobb-
Douglas utility function in which the exponents sum to 1. If u(xzy,x2) =
x‘fxéfa, then we can immediately interpret a as the fraction of income spent
on good 1. For this reason we will usually write Cobb-Douglas preferences
in this form.

5.4 Estimating Utility Functions

We’ve now seen several different forms for preferences and utility functions
and have examined the kinds of demand behavior generated by these pref-
erences. But in real life we usually have to work the other way around: we
observe demand behavior, but our problem is to determine what kind of
preferences generated the observed behavior.

For example, suppose that we observe a consumer’s choices at several
different prices and income levels. An example is depicted in Table 5.1.
This is a table of the demand for two goods at the different levels of prices
and incomes that prevailed in different years. We have also computed
the share of income spent on each good in each year using the formulas
s1 = prz1/m and sy = poxa/m.

For these data, the expenditure shares are relatively constant. There are
small variations from observation to observation, but they probably aren’t
large enough to worry about. The average expenditure share for good 1 is
about 1/4, and the average income share for good 2 is about 3/4. It appears
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Some data describing consumption behavior.

Year |p1|p2| m | 1 | x2 | s1 | s2 | Utility
1 1 (1100 | 25| 75 |.25 |.75 | 57.0
2 1 (2100 | 24| 38 |.24 |.76 | 33.9
3 |2 |1]100 | 13| 74 |.26 |.74 | 47.9
4 1 12]200 | 48| 76 |.24 |.76 | 67.8
5 |2 |1/200 | 25[150 |.25 |.75 | 95.8
6 1 |4 |400 [100| 75 |.25 |.75 | 80.6
7 |4 | 11400 | 24304 |.24 |.76 | 161.1

that a utility function of the form w(zy,z2) = x%x? seems to fit these
data pretty well. That is, a utility function of this form would generate
choice behavior that is pretty close to the observed choice behavior. For
convenience we have calculated the utility associated with each observation
using this estimated Cobb-Douglas utility function.

As far as we can tell from the observed behavior 1t appears as though the

consumer is maximizing the function u(xl, x9) = a:l x2 It may well be that
further observations on the consumer’s behavior would lead us to reject this
hypothesis. But based on the data we have, the fit to the optimizing model
is pretty good.

This has very important implications, since we can now use this “fitted”
utility function to evaluate the impact of proposed policy changes. Suppose,
for example, that the government was contemplating imposing a system of
taxes that would result in this consumer facing prices (2,3) and having an
income of 200. According to our estimates, the demanded bundle at these
prices would be

1200
=2
T = 4 2 5
3200
T = 4 3 = 50.

The estimated utility of this bundle is

This means that the new tax policy would make the consumer better off
than he was in year 2, but worse off than he was in year 3. Thus we can use
the observed choice behavior to value the implications of proposed policy
changes on this consumer.

Since this is such an important idea in economics, let us review the
logic one more time. Given some observations on choice behavior, we try
to determine what, if anything, is being maximized. Once we have an
estimate of what it is that is being maximized, we can use this both to
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predict choice behavior in new situations and to evaluate proposed changes
in the economic environment.

Of course we have described a very simple situation. In reality, we nor-
mally don’t have detailed data on individual consumption choices. But we
often have data on groups of individuals—teenagers, middle-class house-
holds, elderly people, and so on. These groups may have different prefer-
ences for different goods that are reflected in their patterns of consumption
expenditure. We can estimate a utility function that describes their con-
sumption patterns and then use this estimated utility function to forecast
demand and evaluate policy proposals.

In the simple example described above, it was apparent that income
shares were relatively constant so that the Cobb-Douglas utility function
would give us a pretty good fit. In other cases, a more complicated form
for the utility function would be appropriate. The calculations may then
become messier, and we may need to use a computer for the estimation,
but the essential idea of the procedure is the same.

5.5 Implications of the MRS Condition

In the last section we examined the important idea that observation of de-
mand behavior tells us important things about the underlying preferences
of the consumers that generated that behavior. Given sufficient observa-
tions on consumer choices it will often be possible to estimate the utility
function that generated those choices.

But even observing one consumer choice at one set of prices will allow
us to make some kinds of useful inferences about how consumer utility will
change when consumption changes. Let us see how this works.

In well-organized markets, it is typical that everyone faces roughly the
same prices for goods. Take, for example, two goods like butter and milk.
If everyone faces the same prices for butter and milk, and everyone is
optimizing, and everyone is at an interior solution ... then everyone must
have the same marginal rate of substitution for butter and milk.

This follows directly from the analysis given above. The market is offer-
ing everyone the same rate of exchange for butter and milk, and everyone
is adjusting their consumption of the goods until their own “internal” mar-
ginal valuation of the two goods equals the market’s “external” valuation
of the two goods.

Now the interesting thing about this statement is that it is independent
of income and tastes. People may value their total consumption of the two
goods very differently. Some people may be consuming a lot of butter and
a little milk, and some may be doing the reverse. Some wealthy people
may be consuming a lot of milk and a lot of butter while other people may
be consuming just a little of each good. But everyone who is consuming
the two goods must have the same marginal rate of substitution. Everyone
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who is consuming the goods must agree on how much one is worth in terms
of the other: how much of one they would be willing to sacrifice to get some
more of the other.

The fact that price ratios measure marginal rates of substitution is very
important, for it means that we have a way to value possible changes in
consumption bundles. Suppose, for example, that the price of milk is $1
a quart and the price of butter is $2 a pound. Then the marginal rate of
substitution for all people who consume milk and butter must be 2: they
have to have 2 quarts of milk to compensate them for giving up 1 pound
of butter. Or conversely, they have to have 1 pound of butter to make
it worth their while to give up 2 quarts of milk. Hence everyone who is
consuming both goods will value a marginal change in consumption in the
same way.

Now suppose that an inventor discovers a new way of turning milk into
butter: for every 3 quarts of milk poured into this machine, you get out
1 pound of butter, and no other useful byproducts. Question: is there
a market for this device? Answer: the venture capitalists won’t beat a
path to his door, that’s for sure. For everyone is already operating at a
point where they are just willing to trade 2 quarts of milk for 1 pound
of butter; why would they be willing to substitute 3 quarts of milk for 1
pound of butter? The answer is they wouldn’t; this invention isn’t worth
anything.

But what would happen if he got it to run in reverse so he could dump
in a pound of butter get out 3 quarts of milk? Is there a market for this
device? Answer: yes! The market prices of milk and butter tell us that
people are just barely willing to trade one pound of butter for 2 quarts of
milk. So getting 3 quarts of milk for a pound of butter is a better deal than
is currently being offered in the marketplace. Sign me up for a thousand
shares! (And several pounds of butter.)

The market prices show that the first machine is unprofitable: it produces
$2 of butter by using $3 of milk. The fact that it is unprofitable is just
another way of saying that people value the inputs more than the outputs.
The second machine produces $3 worth of milk by using only $2 worth of
butter. This machine is profitable because people value the outputs more
than the inputs.

The point is that, since prices measure the rate at which people are just
willing to substitute one good for another, they can be used to value policy
proposals that involve making changes in consumption. The fact that prices
are not arbitrary numbers but reflect how people value things on the margin
is one of the most fundamental and important ideas in economics.

If we observe one choice at one set of prices we get the MRS at one
consumption point. If the prices change and we observe another choice we
get another MRS. As we observe more and more choices we learn more
and more about the shape of the underlying preferences that may have
generated the observed choice behavior.
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5.6 Choosing Taxes

Even the small bit of consumer theory we have discussed so far can be used
to derive interesting and important conclusions. Here is a nice example
describing a choice between two types of taxes. We saw that a quantity
tax is a tax on the amount consumed of a good, like a gasoline tax of
15 cents per gallon. An income tax is just a tax on income. If the
government wants to raise a certain amount of revenue, is it better to raise
it via a quantity tax or an income tax? Let’s apply what we’ve learned to
answer this question.

First we analyze the imposition of a quantity tax. Suppose that the
original budget constraint is

P1T1 + P2y = M.

What is the budget constraint if we tax the consumption of good 1 at a
rate of 7 The answer is simple. From the viewpoint of the consumer it is
just as if the price of good 1 has increased by an amount ¢. Thus the new
budget constraint is

(p1 + t)z1 + p2xa = m. (5.1)

Therefore a quantity tax on a good increases the price perceived by
the consumer. Figure 5.9 gives an example of how that price change might
affect demand. At this stage, we don’t know for certain whether this tax will
increase or decrease the consumption of good 1, although the presumption
is that it will decrease it. Whichever is the case, we do know that the
optimal choice, (z7, %), must satisfy the budget constraint

(p1 +t)z] + poxs = m. (5.2)

The revenue raised by this tax is R* = tz7.
Let’s now consider an income tax that raises the same amount of revenue.
The form of this budget constraint would be

P12y + poxy =m — R*
or, substituting for R*,
P11 + paxe = m — taj.

Where does this budget line go in Figure 5.97

It is easy to see that it has the same slope as the original budget line,
—p1/p2, but the problem is to determine its location. As it turns out, the
budget line with the income tax must pass through the point (27, 23). The
way to check this is to plug (27, z3) into the income-tax budget constraint
and see if it is satisfied.
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Income tax versus a quantity tax. Here we consider a quan-
tity tax that raises revenue R* and an income tax that raises
the same revenue. The consumer will be better off under the
income tax, since he can choose a point on a higher indifference
curve.

Is it true that
p1a] + paxy = m — txy?

Yes it is, since this is just a rearrangement of equation (5.2), which we
know to be true.

This establishes that (z7, z3) lies on the income tax budget line: it is an
affordable choice for the consumer. But is it an optimal choice? It is easy
to see that the answer is no. At (z},x%) the MRS is —(p; +t)/p2. But the
income tax allows us to trade at a rate of exchange of —p;/ps. Thus the
budget line cuts the indifference curve at (x7, x3), which implies that there
will be some point on the budget line that will be preferred to (7, z3).

Therefore the income tax is definitely superior to the quantity tax in
the sense that you can raise the same amount of revenue from a consumer
and still leave him or her better off under the income tax than under the
quantity tax.

This is a nice result, and worth remembering, but it is also worthwhile
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understanding its limitations. First, it only applies to one consumer. The
argument shows that for any given consumer there is an income tax that
will raise as much money from that consumer as a quantity tax and leave
him or her better off. But the amount of that income tax will typically differ
from person to person. So a uniform income tax for all consumers is not
necessarily better than a uniform quantity tax for all consumers. (Think
about a case where some consumer doesn’t consume any of good 1—this
person would certainly prefer the quantity tax to a uniform income tax.)

Second, we have assumed that when we impose the tax on income the
consumer’s income doesn’t change. We have assumed that the income tax
is basically a lump sum tax—one that just changes the amount of money
a consumer has to spend but doesn’t affect any choices he has to make.
This is an unlikely assumption. If income is earned by the consumer, we
might expect that taxing it will discourage earning income, so that after-tax
income might fall by even more than the amount taken by the tax.

Third, we have totally left out the supply response to the tax. We've
shown how demand responds to the tax change, but supply will respond
too, and a complete analysis would take those changes into account as well.

Summary

1. The optimal choice of the consumer is that bundle in the consumer’s
budget set that lies on the highest indifference curve.

2. Typically the optimal bundle will be characterized by the condition that
the slope of the indifference curve (the MRS) will equal the slope of the
budget line.

3. If we observe several consumption choices it may be possible to estimate
a utility function that would generate that sort of choice behavior. Such a
utility function can be used to predict future choices and to estimate the
utility to consumers of new economic policies.

4. If everyone faces the same prices for the two goods, then everyone will

have the same marginal rate of substitution, and will thus be willing to
trade off the two goods in the same way.

REVIEW QUESTIONS

1. If two goods are perfect substitutes, what is the demand function for
good 27
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2. Suppose that indifference curves are described by straight lines with a
slope of —b. Given arbitrary prices and money income p1, ps, and m, what
will the consumer’s optimal choices look like?

3. Suppose that a consumer always consumes 2 spoons of sugar with each
cup of coffee. If the price of sugar is p; per spoonful and the price of coffee
is po per cup and the consumer has m dollars to spend on coffee and sugar,
how much will he or she want to purchase?

4. Suppose that you have highly nonconvex preferences for ice cream and
olives, like those given in the text, and that you face prices p1, p2 and have
m dollars to spend. List the choices for the optimal consumption bundles.

5. If a consumer has a utility function u(z1,22) = x123, what fraction of
her income will she spend on good 27

6. For what kind of preferences will the consumer be just as well-off facing
a quantity tax as an income tax?

APPENDIX

It is very useful to be able to solve the preference-maximization problem and get
algebraic examples of actual demand functions. We did this in the body of the
text for easy cases like perfect substitutes and perfect complements, and in this
Appendix we’ll see how to do it in more general cases.

First, we will generally want to represent the consumer’s preferences by a utility
function, u(z1,z2). We've seen in Chapter 4 that this is not a very restrictive
assumption; most well-behaved preferences can be described by a utility function.

The first thing to observe is that we already know how to solve the optimal-
choice problem. We just have to put together the facts that we learned in the
last three chapters. We know from this chapter that an optimal choice (z1,z2)
must satisfy the condition

MRS (21, 22) = — 22, (5.3)
D2
and we saw in the Appendix to Chapter 4 that the MRS can be expressed as the
negative of the ratio of derivatives of the utility function. Making this substitution
and cancelling the minus signs, we have

Ou(z1,x2)/0x1 _nm

8“(4317432)/6332 p2' (54)

From Chapter 2 we know that the optimal choice must also satisfy the budget
constraint
P11 + p2x2 = m. (5.5)

This gives us two equations—the MRS condition and the budget constraint—
and two unknowns, x1 and x2. All we have to do is to solve these two equations
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to find the optimal choices of z; and x2 as a function of the prices and income.
There are a number of ways to solve two equations in two unknowns. One way
that always works, although it might not always be the simplest, is to solve the
budget constraint for one of the choices, and then substitute that into the MRS
condition.
Rewriting the budget constraint, we have
m P1

To = — — —x 5.6
2= T o (5.6)

and substituting this into equation (5.4) we get

ou(xz1, m/p2 — (p1/p2)x1)/0x1  p1

Ou(zr, m/p2 — (p1/p2)x1)/0x2 P2’

This rather formidable looking expression has only one unknown variable, x1,
and it can typically be solved for x; in terms of (p1,p2,m). Then the budget
constraint yields the solution for x2 as a function of prices and income.

We can also derive the solution to the utility maximization problem in a more
systematic way, using calculus conditions for maximization. To do this, we first
pose the utility maximization problem as a constrained maximization problem:

max u(z1, T2)
T1,T2

such that piz1 + p2xs = m.

This problem asks that we choose values of z1 and x> that do two things:
first, they have to satisfy the constraint, and second, they give a larger value for
u(x1,x2) than any other values of z1 and z2 that satisfy the constraint.

There are two useful ways to solve this kind of problem. The first way is simply
to solve the constraint for one of the variables in terms of the other and then
substitute it into the objective function.

For example, for any given value of x1, the amount of x> that we need to
satisfy the budget constraint is given by the linear function

332(1‘1) = — — —X1. (57)

Now substitute z2(z1) for x2 in the utility function to get the unconstrained
maximization problem

maxu(z1,m/pz — (p1/p2)x1).
1

This is an unconstrained maximization problem in z; alone, since we have used
the function x2(x1) to ensure that the value of zo will always satisfy the budget
constraint, whatever the value of z; is.

We can solve this kind of problem just by differentiating with respect to x
and setting the result equal to zero in the usual way. This procedure will give us
a first-order condition of the form

Ou(x1,x2(x1)) n Ou(x1,x2(x1)) doo
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Here the first term is the direct effect of how increasing x; increases utility. The
second term consists of two parts: the rate of increase of utility as x2 increases,
Ou/0xz, times dxz/dz1, the rate of increase of z2 as x1 increases in order to
continue to satisfy the budget equation. We can differentiate (5.7) to calculate

this latter derivative
dra P

dri  p2’
Substituting this into (5.8) gives us
Ou(zi,x3)/0x1 _ p1
ou(xs,x5) /02 po’
which just says that the marginal rate of substitution between x; and z2 must
equal the price ratio at the optimal choice (z7, z5). This is exactly the condition
we derived above: the slope of the indifference curve must equal the slope of the
budget line. Of course the optimal choice must also satisfy the budget constraint
p1x] + p2x5 = m, which again gives us two equations in two unknowns.
The second way that these problems can be solved is through the use of La-
grange multipliers. This method starts by defining an auxiliary function known
as the Lagrangian:

L = u(z1,22) — AM(p1z1 + p2x2 — m).

The new variable \ is called a Lagrange multiplier since it is multiplied by the
constraint.® Then Lagrange’s theorem says that an optimal choice (z7,z3) must
satisfy the three first-order conditions

OL  Ou(x],x3)

Frar i G
OL  Ou(x},x3)

oL _ oulan®)
8232 axg b2

OL

— = p12] + p2x5 —m = 0.

192

There are several interesting things about these three equations. First, note
that they are simply the derivatives of the Lagrangian with respect to x1, x2,
and A\, each set equal to zero. The last derivative, with respect to A, is just the
budget constraint. Second, we now have three equations for the three unknowns,
x1, x2, and \. We have a hope of solving for z1 and z2 in terms of p1, p2, and
m.

Lagrange’s theorem is proved in any advanced calculus book. It is used quite
extensively in advanced economics courses, but for our purposes we only need to
know the statement of the theorem and how to use it.

In our particular case, it is worthwhile noting that if we divide the first condi-
tion by the second one, we get

Ou(at,a3)/0m _ p
duler,a3)/0m2  p2’
which simply says the MRS must equal the price ratio, just as before. The budget

constraint gives us the other equation, so we are back to two equations in two
unknowns.

3 The Greek letter \ is pronounced “lamb-da.”
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EXAMPLE: Cobb-Douglas Demand Functions

In Chapter 4 we introduced the Cobb-Douglas utility function

c_d

u(x1,x2) = xT5.
Since utility functions are only defined up to a monotonic transformation, it is
convenient to take logs of this expression and work with

Inu(z1,22) =clnzr + dlnzs.

Let’s find the demand functions for z; and z2 for the Cobb-Douglas utility
function. The problem we want to solve is

max clnz, +dlnxs
T1,T2

such that pizi + p2xe = m.

There are at least three ways to solve this problem. One way is just to write
down the MRS condition and the budget constraint. Using the expression for the
MRS derived in Chapter 4, we have

CT2 _ p1
d131 D2

p1T1 + p2r2 = M.

These are two equations in two unknowns that can be solved for the optimal
choice of 1 and x2. One way to solve them is to substitute the second into the
first to get
c(m/p2 —wip1/p2) _ p1
dxl o P2 '

Cross multiplying gives
c(m — z1p1) = dpiz1.

Rearranging this equation gives
em = (c+ d)prz1

or
c m

c+dpr

x1

This is the demand function for z;. To find the demand function for x5, substitute
into the budget constraint to get
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The second way is to substitute the budget constraint into the maximization
problem at the beginning. If we do this, our problem becomes

maxclnzi + dIn(m/p2 — x1p1/p2).
z1

The first-order condition for this problem is

& d P2 &

T m —pi1x1 p2

=0.

A little algebra—which you should do!—gives us the solution

c. m
cH+dpr’

T =

Substitute this back into the budget constraint xo = m/p2 — x1p1/p2 to get

d m

c+dps

o —

These are the demand functions for the two goods, which, happily, are the same
as those derived earlier by the other method.
Now for Lagrange’s method. Set up the Lagrangian

L=clnzi +dlnzs — A(p1z1 + p2x2 — m)

and differentiate to get the three first-order conditions

oL c

= = _\p =

6$1 1 P 0

oL d
871‘2—;2—)\172—0

9L _ T1 +p2re —m =0
8)\—1911 P22 = 0.

Now the trick is to solve them! The best way to proceed is to first solve for A and
then for z; and x2. So we rearrange and cross multiply the first two equations
to get

c= A\p1i11

d= )\pgfliz.

These equations are just asking to be added together:
c+d = Xpiz1 + p222) = Am,

which gives us
a=rd
m

Substitute this back into the first two equations and solve for 1 and z2 to get

o com
xl_c—!—de

o d m
inc—i—dpiz’

just as before.



CHAPTER 6

DEMAND

In the last chapter we presented the basic model of consumer choice: how
maximizing utility subject to a budget constraint yields optimal choices.
We saw that the optimal choices of the consumer depend on the consumer’s
income and the prices of the goods, and we worked a few examples to see
what the optimal choices are for some simple kinds of preferences.

The consumer’s demand functions give the optimal amounts of each
of the goods as a function of the prices and income faced by the consumer.
We write the demand functions as

1 = $1(p17]927m)

xo = To(p1, p2,m).

The left-hand side of each equation stands for the quantity demanded. The
right-hand side of each equation is the function that relates the prices and
income to that quantity.

In this chapter we will examine how the demand for a good changes as
prices and income change. Studying how a choice responds to changes in the
economic environment is known as comparative statics, which we first
described in Chapter 1. “Comparative” means that we want to compare
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two situations: before and after the change in the economic environment.
“Statics” means that we are not concerned with any adjustment process
that may be involved in moving from one choice to another; rather we will
only examine the equilibrium choice.

In the case of the consumer, there are only two things in our model
that affect the optimal choice: prices and income. The comparative statics
questions in consumer theory therefore involve investigating how demand
changes when prices and income change.

6.1 Normal and Inferior Goods

We start by considering how a consumer’s demand for a good changes
as his income changes. We want to know how the optimal choice at one
income compares to the optimal choice at another level of income. During
this exercise, we will hold the prices fixed and examine only the change in
demand due to the income change.

We know how an increase in money income affects the budget line when
prices are fixed—it shifts it outward in a parallel fashion. So how does this
affect demand?

We would normally think that the demand for each good would increase
when income increases, as shown in Figure 6.1. Economists, with a singular
lack of imagination, call such goods normal goods. If good 1 is a normal
good, then the demand for it increases when income increases, and de-
creases when income decreases. For a normal good the quantity demanded
always changes in the same way as income changes:

Al‘l
m > O.

If something is called normal, you can be sure that there must be a
possibility of being abnormal. And indeed there is. Figure 6.2 presents
an example of nice, well-behaved indifference curves where an increase of
income results in a reduction in the consumption of one of the goods. Such
a good is called an inferior good. This may be “abnormal,” but when
you think about it, inferior goods aren’t all that unusual. There are many
goods for which demand decreases as income increases; examples might
include gruel, bologna, shacks, or nearly any kind of low-quality good.

Whether a good is inferior or not depends on the income level that we
are examining. It might very well be that very poor people consume more
bologna as their income increases. But after a point, the consumption of
bologna would probably decline as income continued to increase. Since in
real life the consumption of goods can increase or decrease when income
increases, it is comforting to know that economic theory allows for both
possibilities.
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Optimal choices
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Normal goods. The demand for both goods increases when
income increases, so both goods are normal goods.

6.2 Income Offer Curves and Engel Curves

We have seen that an increase in income corresponds to shifting the budget
line outward in a parallel manner. We can connect together the demanded
bundles that we get as we shift the budget line outward to construct the
income offer curve. This curve illustrates the bundles of goods that are
demanded at the different levels of income, as depicted in Figure 6.3A.
The income offer curve is also known as the income expansion path. If
both goods are normal goods, then the income expansion path will have a
positive slope, as depicted in Figure 6.3A.

For each level of income, m, there will be some optimal choice for each
of the goods. Let us focus on good 1 and consider the optimal choice at
each set of prices and income, x1(p1,p2, m). This is simply the demand
function for good 1. If we hold the prices of goods 1 and 2 fixed and look
at how demand changes as we change income, we generate a curve known
as the Engel curve. The Engel curve is a graph of the demand for one of
the goods as a function of income, with all prices being held constant. For
an example of an Engel curve, see Figure 6.3B.

Figure
6.1
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Figure An inferior good. Good 1 is an inferior good, which means
6.2 that the demand for it decreases when income increases.
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Figure How demand changes as income changes. The income of-
6.3 fer curve (or income expansion path) shown in panel A depicts

the optimal choice at different levels of income and constant
prices. When we plot the optimal choice of good 1 against in-
come, m, we get the Engel curve, depicted in panel B.
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6.3 Some Examples

Let’s consider some of the preferences that we examined in Chapter 5 and
see what their income offer curves and Engel curves look like.

Perfect Substitutes

The case of perfect substitutes is depicted in Figure 6.4. If p; < pa, so
that the consumer is specializing in consuming good 1, then if his income
increases he will increase his consumption of good 1. Thus the income offer
curve is the horizontal axis, as shown in Figure 6.4A.

Xy m
Indifference
curves
Engel
curve
. Income
Typical offer
bl curve
line \ Slope = p,
Xq %
A Income offer curve B Engel curve

Perfect substitutes. The income offer curve (A) and an Engel
curve (B) in the case of perfect substitutes.

Since the demand for good 1 is #1 = m/p; in this case, the Engel curve
will be a straight line with a slope of p1, as depicted in Figure 6.4B. (Since
m is on the vertical axis, and x7 on the horizontal axis, we can write
m = p1x1, which makes it clear that the slope is p;.)

Perfect Complements

The demand behavior for perfect complements is shown in Figure 6.5. Since
the consumer will always consume the same amount of each good, no matter

Figure
6.4
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what, the income offer curve is the diagonal line through the origin as
depicted in Figure 6.5A. We have seen that the demand for good 1 is
x1 = m/(p1 + p2), so the Engel curve is a straight line with a slope of
p1 + p2 as shown in Figure 6.5B.

X m
Indifference
curves

Income
offer Engel
curve curve

Budg% Slope = p; + p,
lines B

X X
A Income offer curve B Engel curve

Perfect complements. The income offer curve (A) and an
Engel curve (B) in the case of perfect complements.

Cobb-Douglas Preferences

For the case of Cobb-Douglas preferences it is easier to look at the algebraic
form of the demand functions to see what the graphs will look like. If
u(z1,20) = xfx3~ ", the Cobb-Douglas demand for good 1 has the form
x1 = am/p;. For a fixed value of py, this is a linear function of m. Thus
doubling m will double demand, tripling m will triple demand, and so on.
In fact, multiplying m by any positive number ¢ will just multiply demand
by the same amount.

The demand for good 2 is x5 = (1—a)m/pa, and this is also clearly linear.
The fact that the demand functions for both goods are linear functions
of income means that the income expansion paths will be straight lines
through the origin, as depicted in Figure 6.6A. The Engel curve for good 1
will be a straight line with a slope of p;/a, as depicted in Figure 6.6B.
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Cobb-Douglas. An income offer curve (A) and an Engel curve
(B) for Cobb-Douglas utility.

Homothetic Preferences

All of the income offer curves and Engel curves that we have seen up to now
have been straightforward—in fact they’ve been straight lines! This has
happened because our examples have been so simple. Real Engel curves do
not have to be straight lines. In general, when income goes up, the demand
for a good could increase more or less rapidly than income increases. If the
demand for a good goes up by a greater proportion than income, we say
that it is a luxury good, and if it goes up by a lesser proportion than
income we say that it is a necessary good.

The dividing line is the case where the demand for a good goes up by
the same proportion as income. This is what happened in the three cases
we examined above. What aspect of the consumer’s preferences leads to
this behavior?

Suppose that the consumer’s preferences only depend on the ratio of
good 1 to good 2. This means that if the consumer prefers (z1,z2) to
(y1,y2), then she automatically prefers (2x1,2x2) to (2y1,2y2), (321, 3x2)
to (3y1, 3y2), and so on, since the ratio of good 1 to good 2 is the same for
all of these bundles. In fact, the consumer prefers (txy, txs) to (tyi,tys) for
any positive value of t. Preferences that have this property are known as
homothetic preferences. It is not hard to show that the three examples
of preferences given above—perfect substitutes, perfect complements, and
Cobb-Douglas—are all homothetic preferences.

Figure
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If the consumer has homothetic preferences, then the income offer curves
are all straight lines through the origin, as shown in Figure 6.7. More
specifically, if preferences are homothetic, it means that when income is
scaled up or down by any amount ¢ > 0, the demanded bundle scales up
or down by the same amount. This can be established rigorously, but it is
fairly clear from looking at the picture. If the indifference curve is tangent
to the budget line at (z7, z3), then the indifference curve through (tx7, ta3)
is tangent to the budget line that has t times as much income and the same
prices. This implies that the Engel curves are straight lines as well. If you
double income, you just double the demand for each good.

5% ) m
Indifference
curves
Engel
curve
Budget
: g
lines =
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offer curve
& %
A Income offer curve B Engel curve

Homothetic preferences. An income offer curve (A) and an
Engel curve (B) in the case of homothetic preferences.

Homothetic preferences are very convenient since the income effects are
so simple. Unfortunately, homothetic preferences aren’t very realistic for
the same reason! But they will often be of use in our examples.

Quasilinear Preferences

Another kind of preferences that generates a special form of income offer
curves and Engel curves is the case of quasilinear preferences. Recall the
definition of quasilinear preferences given in Chapter 4. This is the case
where all indifference curves are “shifted” versions of one indifference curve
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as in Figure 6.8. Equivalently, the utility function for these preferences
takes the form w(z1, x2) = v(x1) + 2. What happens if we shift the budget
line outward? In this case, if an indifference curve is tangent to the budget
line at a bundle (z7,z3), then another indifference curve must also be
tangent at (z7, x5 +k) for any constant k. Increasing income doesn’t change
the demand for good 1 at all, and all the extra income goes entirely to the
consumption of good 2. If preferences are quasilinear, we sometimes say
that there is a “zero income effect” for good 1. Thus the Engel curve for
good 1 is a vertical line—as you change income, the demand for good 1
remains constant.
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Quasilinear preferences. An income offer curve (A) and an
Engel curve (B) with quasilinear preferences.

What would be a real-life situation where this kind of thing might occur?
Suppose good 1 is pencils and good 2 is money to spend on other goods.
Initially T may spend my income only on pencils, but when my income
gets large enough, I stop buying additional pencils—all of my extra income
is spent on other goods. Other examples of this sort might be salt or
toothpaste. When we are examining a choice between all other goods and
some single good that isn’t a very large part of the consumer’s budget, the
quasilinear assumption may well be plausible, at least when the consumer’s
income is sufficiently large.

Figure
6.8
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6.4 Ordinary Goods and Giffen Goods

Let us now consider price changes. Suppose that we decrease the price of
good 1 and hold the price of good 2 and money income fixed. Then what
can happen to the quantity demanded of good 17 Intuition tells us that
the quantity demanded of good 1 should increase when its price decreases.
Indeed this is the ordinary case, as depicted in Figure 6.9.

29

Indifference
curves

Optimal
choices

Price

Budget decrease
lines
X1
Figure An ordinary good. Ordinarily, the demand for a good in-
6.9 creases when its price decreases, as is the case here.

When the price of good 1 decreases, the budget line becomes flatter. Or
said another way, the vertical intercept is fixed and the horizontal intercept
moves to the right. In Figure 6.9, the optimal choice of good 1 moves to
the right as well: the quantity demanded of good 1 has increased. But we
might wonder whether this always happens this way. Is it always the case
that, no matter what kind of preferences the consumer has, the demand
for a good must increase when its price goes down?

As it turns out, the answer is no. It is logically possible to find well-
behaved preferences for which a decrease in the price of good 1 leads to a
reduction in the demand for good 1. Such a good is called a Giffen good,
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A Giffen good. Good 1 is a Giffen good, since the demand
for it decreases when its price decreases.

after the nineteenth-century economist who first noted the possibility. An
example is illustrated in Figure 6.10.

What is going on here in economic terms? What kind of preferences
might give rise to the peculiar behavior depicted in Figure 6.107 Suppose
that the two goods that you are consuming are gruel and milk and that
you are currently consuming 7 bowls of gruel and 7 cups of milk a week.
Now the price of gruel declines. If you consume the same 7 bowls of gruel
a week, you will have money left over with which you can purchase more
milk. In fact, with the extra money you have saved because of the lower
price of gruel, you may decide to consume even more milk and reduce your
consumption of gruel. The reduction in the price of gruel has freed up some
extra money to be spent on other things—but one thing you might want to
do with it is reduce your consumption of gruel! Thus the price change is to
some extent [ike an income change. Even though money income remains
constant, a change in the price of a good will change purchasing power,
and thereby change demand.

So the Giffen good is not implausible purely on logical grounds, although
Giffen goods are unlikely to be encountered in real-world behavior. Most
goods are ordinary goods—when their price increases, the demand for them
declines. We’ll see why this is the ordinary situation a little later.

Figure
6.10
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Incidentally, it is no accident that we used gruel as an example of both
an inferior good and a Giffen good. It turns out that there is an intimate
relationship between the two which we will explore in a later chapter.

But for now our exploration of consumer theory may leave you with
the impression that nearly anything can happen: if income increases the
demand for a good can go up or down, and if price increases the demand can
go up or down. Is consumer theory compatible with any kind of behavior?
Or are there some kinds of behavior that the economic model of consumer
behavior rules out? It turns out that there are restrictions on behavior
imposed by the maximizing model. But we’ll have to wait until the next
chapter to see what they are.

6.5 The Price Offer Curve and the Demand Curve

Suppose that we let the price of good 1 change while we hold ps and income
fixed. Geometrically this involves pivoting the budget line. We can think of
connecting together the optimal points to construct the price offer curve
as illustrated in Figure 6.11A. This curve represents the bundles that would
be demanded at different prices for good 1.

%9 P
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|
% 1 Xz
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A Price offer curve B Demand curve

The price offer curve and demand curve. Panel A contains
a price offer curve, which depicts the optimal choices as the price
of good 1 changes. Panel B contains the associated demand
curve, which depicts a plot of the optimal choice of good 1 as a
function of its price.
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We can depict this same information in a different way. Again, hold
the price of good 2 and money income fixed, and for each different value
of p; plot the optimal level of consumption of good 1. The result is the
demand curve depicted in Figure 6.11B. The demand curve is a plot
of the demand function, x1(p1,p2,m), holding ps and m fixed at some
predetermined values.

Ordinarily, when the price of a good increases, the demand for that
good will decrease. Thus the price and quantity of a good will move in
opposite directions, which means that the demand curve will typically have
a negative slope. In terms of rates of change, we would normally have

Axl
Apy
which simply says that demand curves usually have a negative slope.

However, we have also seen that in the case of Giffen goods, the demand
for a good may decrease when its price decreases. Thus it is possible, but
not likely, to have a demand curve with a positive slope.

<0,

6.6 Some Examples

Let’s look at a few examples of demand curves, using the preferences that
we discussed in Chapter 3.

Perfect Substitutes

The offer curve and demand curve for perfect substitutes—the red and blue
pencils example—are illustrated in Figure 6.12. As we saw in Chapter 5,
the demand for good 1 is zero when p; > po, any amount on the budget
line when p; = po, and m/p; when p; < po. The offer curve traces out
these possibilities.

In order to find the demand curve, we fix the price of good 2 at some
price p5 and graph the demand for good 1 versus the price of good 1 to get
the shape depicted in Figure 6.12B.

Perfect Complements

The case of perfect complements—the right and left shoes example—is
depicted in Figure 6.13. We know that whatever the prices are, a consumer
will demand the same amount of goods 1 and 2. Thus his offer curve will
be a diagonal line as depicted in Figure 6.13A.
We saw in Chapter 5 that the demand for good 1 is given by
xr1 = m .
p1+ P2

If we fix m and ps and plot the relationship between x; and p;, we get the
curve depicted in Figure 6.13B.
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Perfect substitutes. Price offer curve (A) and demand curve
(B) in the case of perfect substitutes.
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Perfect complements. Price offer curve (A) and demand
curve (B) in the case of perfect complements.

A Discrete Good

Suppose that good 1 is a discrete good. If p; is very high then the consumer
will strictly prefer to consume zero units; if p; is low enough the consumer
will strictly prefer to consume one unit. At some price r1, the consumer will
be indifferent between consuming good 1 or not consuming it. The price
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at which the consumer is just indifferent to consuming or not consuming
the good is called the reservation price.! The indifference curves and
demand curve are depicted in Figure 6.14.

GOOD PRICE
2 1
Optimal
bundles
ne———-
Slope = -r,
Optimal P -
bundles 2
atr,
L L
1 2 3 GOOD 1 2 Goop
A Optimal bundles at different prices B Demand curve

A discrete good. As the price of good 1 decreases there will
be some price, the reservation price, at which the consumer is
just indifferent between consuming good 1 or not consuming it.
As the price decreases further, more units of the discrete good
will be demanded.

It is clear from the diagram that the demand behavior can be described
by a sequence of reservation prices at which the consumer is just willing
to purchase another unit of the good. At a price of ry the consumer is
willing to buy 1 unit of the good; if the price falls to ry, he is willing to
buy another unit, and so on.

These prices can be described in terms of the original utility function.
For example, 1 is the price where the consumer is just indifferent between
consuming 0 or 1 unit of good 1, so it must satisfy the equation

u(0,m) = u(l,m —ry). (6.1)
Similarly ro satisfies the equation

u(l,m —re) = u(2,m — 2rq). (6.2)

I The term reservation price comes from auction markets. When someone wanted to
sell something in an auction he would typically state a minimum price at which he
was willing to sell the good. If the best price offered was below this stated price, the
seller reserved the right to purchase the item himself. This price became known as
the seller’s reservation price and eventually came to be used to describe the price at
which someone was just willing to buy or sell some item.

Figure
6.14
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The left-hand side of this equation is the utility from consuming one unit of
the good at a price of 7. The right-hand side is the utility from consuming
two units of the good, each of which sells for rs.

If the utility function is quasilinear, then the formulas describing the
reservation prices become somewhat simpler. If u(xy,z2) = v(x1) + x2,
and v(0) = 0, then we can write equation (6.1) as

v(0)+m=m=uv(l)+m—ry.
Since v(0) = 0, we can solve for 71 to find
r1 = v(l). (6.3)
Similarly, we can write equation (6.2) as
(1) +m —ry =v(2) +m — 2rq.
Canceling terms and rearranging, this expression becomes
ro =v(2) —v(1).

Proceeding in this manner, the reservation price for the third unit of con-
sumption is given by
r3 = v(3) — v(2)

and so on.

In each case, the reservation price measures the increment in utility nec-
essary to induce the consumer to choose an additional unit of the good.
Loosely speaking, the reservation prices measure the marginal utilities as-
sociated with different levels of consumption of good 1. Our assumption
of convex preferences implies that the sequence of reservation prices must
decrease: 1 > 19 >1r3---.

Because of the special structure of the quasilinear utility function, the
reservation prices do not depend on the amount of good 2 that the consumer
has. This is certainly a special case, but it makes it very easy to describe
demand behavior. Given any price p, we just find where it falls in the list
of reservation prices. Suppose that p falls between rg and r, for example.
The fact that r¢ > p means that the consumer is willing to give up p dollars
per unit bought to get 6 units of good 1, and the fact that p > r7 means
that the consumer is not willing to give up p dollars per unit to get the
seventh unit of good 1.

This argument is quite intuitive, but let’s look at the math just to make
sure that it is clear. Suppose that the consumer demands 6 units of good 1.
We want to show that we must have rg > p > r7.

If the consumer is maximizing utility, then we must have

v(6) +m —6p > v(z1) + m — pry
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for all possible choices of 1. In particular, we must have that
v(6) +m — 6p > v(5) + m — 5p.
Rearranging this equation we have
r¢ = v(6) —v(5) > p,

which is half of what we wanted to show.
By the same logic,

v(6) +m —6p > v(7) +m — Tp.
Rearranging this gives us
p>o(7) —v(6) =1y,

which is the other half of the inequality we wanted to establish.

6.7 Substitutes and Complements

We have already used the terms substitutes and complements, but it is now
appropriate to give a formal definition. Since we have seen perfect substi-
tutes and perfect complements several times already, it seems reasonable
to look at the imperfect case.

Let’s think about substitutes first. We said that red pencils and blue
pencils might be thought of as perfect substitutes, at least for someone who
didn’t care about color. But what about pencils and pens? This is a case
of “imperfect” substitutes. That is, pens and pencils are, to some degree,
a substitute for each other, although they aren’t as perfect a substitute for
each other as red pencils and blue pencils.

Similarly, we said that right shoes and left shoes were perfect comple-
ments. But what about a pair of shoes and a pair of socks? Right shoes
and left shoes are nearly always consumed together, and shoes and socks
are usually consumed together. Complementary goods are those like shoes
and socks that tend to be consumed together, albeit not always.

Now that we’ve discussed the basic idea of complements and substitutes,
we can give a precise economic definition. Recall that the demand function
for good 1, say, will typically be a function of the price of both good 1 and
good 2, so we write x1(p1,p2, m). We can ask how the demand for good 1
changes as the price of good 2 changes: does it go up or down?

If the demand for good 1 goes up when the price of good 2 goes up, then
we say that good 1 is a substitute for good 2. In terms of rates of change,
good 1 is a substitute for good 2 if

AiL’l

— > 0.
Aps
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The idea is that when good 2 gets more expensive the consumer switches to
consuming good 1: the consumer substitutes away from the more expensive
good to the less expensive good.

On the other hand, if the demand for good 1 goes down when the price
of good 2 goes up, we say that good 1 is a complement to good 2. This

means that
A:El

Aps

Complements are goods that are consumed together, like coffee and sugar,
so when the price of one good rises, the consumption of both goods will
tend to decrease.

The cases of perfect substitutes and perfect complements illustrate these
points nicely. Note that Axq/Aps is positive (or zero) in the case of perfect
substitutes, and that Axzq/Aps is negative in the case of perfect comple-
ments.

A couple of warnings are in order about these concepts. First, the two-
good case is rather special when it comes to complements and substitutes.
Since income is being held fixed, if you spend more money on good 1, you’ll
have to spend less on good 2. This puts some restrictions on the kinds of
behavior that are possible. When there are more than two goods, these
restrictions are not so much of a problem.

Second, although the definition of substitutes and complements in terms
of consumer demand behavior seems sensible, there are some difficulties
with the definitions in more general environments. For example, if we use
the above definitions in a situation involving more than two goods, it is
perfectly possible that good 1 may be a substitute for good 3, but good 3
may be a complement for good 1. Because of this peculiar feature, more
advanced treatments typically use a somewhat different definition of sub-
stitutes and complements. The definitions given above describe concepts
known as gross substitutes and gross complements; they will be suf-
ficient for our needs.

< 0.

6.8 The Inverse Demand Function

If we hold ps and m fixed and plot p; against x; we get the demand
curve. As suggested above, we typically think that the demand curve
slopes downwards, so that higher prices lead to less demand, although the
Giffen example shows that it could be otherwise.

As long as we do have a downward-sloping demand curve, as is usual,
it is meaningful to speak of the inverse demand function. The inverse
demand function is the demand function viewing price as a function of
quantity. That is, for each level of demand for good 1, the inverse demand
function measures what the price of good 1 would have to be in order for
the consumer to choose that level of consumption. So the inverse demand
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function measures the same relationship as the direct demand function, but
just from another point of view. Figure 6.15 depicts the inverse demand
function—or the direct demand function, depending on your point of view.

P1

Inverse demand
curve p(x;)

X1

Inverse demand curve. If you view the demand curve as
measuring price as a function of quantity, you have an inverse
demand function.

Recall, for example, the Cobb-Douglas demand for good 1, 21 = am/p;.
We could just as well write the relationship between price and quantity as
p1 = am/xy. The first representation is the direct demand function; the
second is the inverse demand function.

The inverse demand function has a useful economic interpretation. Recall
that as long as both goods are being consumed in positive amounts, the
optimal choice must satisfy the condition that the absolute value of the
MRS equals the price ratio:

IMRS| = 2L.
P2
This says that at the optimal level of demand for good 1, for example, we

must have
P1 = p2|MRS| (64)

Thus, at the optimal level of demand for good 1, the price of good 1
is proportional to the absolute value of the MRS between good 1 and
good 2.

Figure
6.15
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Suppose for simplicity that the price of good 2 is one. Then equation
(6.4) tells us that at the optimal level of demand, the price of good 1
measures how much the consumer is willing to give up of good 2 in order
to get a little more of good 1. In this case the inverse demand func-
tion is simply measuring the absolute value of the MRS. For any opti-
mal level of z; the inverse demand function tells how much of good 2
the consumer would want to have to compensate him for a small reduc-
tion in the amount of good 1. Or, turning this around, the inverse de-
mand function measures how much the consumer would be willing to sac-
rifice of good 2 to make him just indifferent to having a little more of
good 1.

If we think of good 2 as being money to spend on other goods, then we
can think of the MRS as being how many dollars the individual would be
willing to give up to have a little more of good 1. We suggested earlier that
in this case, we can think of the MRS as measuring the marginal willingness
to pay. Since the price of good 1 is just the MRS in this case, this means
that the price of good 1 itself is measuring the marginal willingness to
pay.

At each quantity x1, the inverse demand function measures how many
dollars the consumer is willing to give up for a little more of good 1; or,
said another way, how many dollars the consumer was willing to give up for
the last unit purchased of good 1. For a small enough amount of good 1,
they come down to the same thing.

Looked at in this way, the downward-sloping demand curve has a new
meaning. When x; is very small, the consumer is willing to give up a lot of
money—that is, a lot of other goods, to acquire a little bit more of good 1.
As 7 is larger, the consumer is willing to give up less money, on the margin,
to acquire a little more of good 1. Thus the marginal willingness to pay,
in the sense of the marginal willingness to sacrifice good 2 for good 1, is
decreasing as we increase the consumption of good 1.

Summary

1. The consumer’s demand function for a good will in general depend on
the prices of all goods and income.

2. A normal good is one for which the demand increases when income
increases. An inferior good is one for which the demand decreases when
income increases.

3. An ordinary good is one for which the demand decreases when its price
increases. A Giffen good is one for which the demand increases when its
price increases.
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4. If the demand for good 1 increases when the price of good 2 increases,
then good 1 is a substitute for good 2. If the demand for good 1 decreases
in this situation, then it is a complement for good 2.

5. The inverse demand function measures the price at which a given quan-
tity will be demanded. The height of the demand curve at a given level
of consumption measures the marginal willingness to pay for an additional
unit of the good at that consumption level.

REVIEW QUESTIONS

1. If the consumer is consuming exactly two goods, and she is always spend-
ing all of her money, can both of them be inferior goods?

2. Show that perfect substitutes are an example of homothetic preferences.
3. Show that Cobb-Douglas preferences are homothetic preferences.

4. The income offer curve is to the Engel curve as the price offer curve is
to...?

5. If the preferences are concave will the consumer ever consume both of
the goods together?

6. Are hamburgers and buns complements or substitutes?

7. What is the form of the inverse demand function for good 1 in the case
of perfect complements?

8. True or false? If the demand function is xy = —p;, then the inverse
demand function is z = —1/p.
APPENDIX

If preferences take a special form, this will mean that the demand functions that
come from those preferences will take a special form. In Chapter 4 we described
quasilinear preferences. These preferences involve indifference curves that are all
parallel to one another and can be represented by a utility function of the form

u(z1,x2) = v(z1) + 2.
The maximization problem for a utility function like this is

max v(z1) + @2
T1,T2
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s.t. p1x1 4+ p2x2 = m.

Solving the budget constraint for z2 as a function of x1 and substituting into the
objective function, we have

max v(x1) +m/p2 — pr1x1/p2.
x

Differentiating gives us the first-order condition

1% P1
v(xy) = —.
(@) =
This demand function has the interesting feature that the demand for good 1

must be independent of income—just as we saw by using indifference curves.
The inverse demand curve is given by

pi(z1) = v’ (z1)pe.

That is, the inverse demand function for good 1 is the derivative of the utility
function times p2. Once we have the demand function for good 1, the demand
function for good 2 comes from the budget constraint.

For example, let us calculate the demand functions for the utility function

u(z1,x2) = Inz1 + x2.

Applying the first-order condition gives

so the direct demand function for good 1 is

T = pi7
D1

and the inverse demand function is

_ P2
pi(z1) = .

The direct demand function for good 2 comes from substituting 1 = p2/p1
into the budget constraint:
m
Trog = — — 1.
P2
A warning is in order concerning these demand functions. Note that the de-
mand for good 1 is independent of income in this example. This is a general
feature of a quasilinear utility function—the demand for good 1 remains con-
stant as income changes. However, this can only be true for some values of
income. A demand function can’t literally be independent of income for all val-
ues of income; after all, when income is zero, all demands are zero. It turns
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out that the quasilinear demand function derived above is only relevant when a
positive amount of each good is being consumed.

In this example, when m < pa, the optimal consumption of good 2 will be zero.
As income increases the marginal utility of consumption of good 1 decreases.
When m = ps, the marginal utility from spending additional income on good
1 just equals the marginal utility from spending additional income on good 2.
After that point, the consumer spends all additional income on good 2.

So a better way to write the demand for good 2 is:

7{0 when m < p2
T2 = m/p2 —1 when m > py

For more on the properties of quasilinear demand functions see Hal R. Varian,
Microeconomic Analysis, 3rd ed. (New York: Norton, 1992).



CHAPTER 7

REVEALED
PREFERENCE

In Chapter 6 we saw how we can use information about the consumer’s
preferences and budget constraint to determine his or her demand. In
this chapter we reverse this process and show how we can use informa-
tion about the consumer’s demand to discover information about his or
her preferences. Up until now, we were thinking about what preferences
could tell us about people’s behavior. But in real life, preferences are
not directly observable: we have to discover people’s preferences from
observing their behavior. In this chapter we’ll develop some tools to do
this.

When we talk of determining people’s preferences from observing their
behavior, we have to assume that the preferences will remain unchanged
while we observe the behavior. Over very long time spans, this is not very
reasonable. But for the monthly or quarterly time spans that economists
usually deal with, it seems unlikely that a particular consumer’s tastes
would change radically. Thus we will adopt a maintained hypothesis that
the consumer’s preferences are stable over the time period for which we
observe his or her choice behavior.
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7.1 The Idea of Revealed Preference

Before we begin this investigation, let’s adopt the convention that in this
chapter, the underlying preferences—whatever they may be—are known
to be strictly convex. Thus there will be a unique demanded bundle at
each budget. This assumption is not necessary for the theory of revealed
preference, but the exposition will be simpler with it.

Consider Figure 7.1, where we have depicted a consumer’s demanded
bundle, (z1,z2), and another arbitrary bundle, (y1,ys2), that is beneath
the consumer’s budget line. Suppose that we are willing to postulate that
this consumer is an optimizing consumer of the sort we have been study-
ing. What can we say about the consumer’s preferences between these two
bundles of goods?

%9)

Budget line

X1

Revealed preference. The bundle (z7,z2) that the consumer
chooses is revealed preferred to the bundle (y1,y2), a bundle that
he could have chosen.

Well, the bundle (y1,y2) is certainly an affordable purchase at the given
budget—the consumer could have bought it if he or she wanted to, and
would even have had money left over. Since (x1,x2) is the optimal bundle,
it must be better than anything else that the consumer could afford. Hence,
in particular it must be better than (yi,y2).

The same argument holds for any bundle on or underneath the budget
line other than the demanded bundle. Since it could have been bought at

Figure
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the given budget but wasn’t, then what was bought must be better. Here
is where we use the assumption that there is a unique demanded bundle
for each budget. If preferences are not strictly convex, so that indifference
curves have flat spots, it may be that some bundles that are on the budget
line might be just as good as the demanded bundle. This complication can
be handled without too much difficulty, but it is easier to just assume it
away.

In Figure 7.1 all of the bundles in the shaded area underneath the budget
line are revealed worse than the demanded bundle (z1,z2). This is because
they could have been chosen, but were rejected in favor of (x1,x5). We will
now translate this geometric discussion of revealed preference into algebra.

Let (21, x2) be the bundle purchased at prices (p1, p2) when the consumer
has income m. What does it mean to say that (yi1,y2) is affordable at
those prices and income? It simply means that (y1,y2) satisfies the budget
constraint

P1Yy1 + pay2 < m.

Since (x1,x2) is actually bought at the given budget, it must satisfy the
budget constraint with equality

P1T1 + P2y = m.

Putting these two equations together, the fact that (y1,y2) is affordable at
the budget (p1,p2, m) means that

DP1T1 + p2e 2 p1y1 + P2ye.

If the above inequality is satisfied and (yi1,y2) is actually a different
bundle from (z1, z2), we say that (z1,z2) is directly revealed preferred
to (y1,Y2).

Note that the left-hand side of this inequality is the expenditure on the
bundle that is actually chosen at prices (p1,p2). Thus revealed preference is
a relation that holds between the bundle that is actually demanded at some
budget and the bundles that could have been demanded at that budget.

The term “revealed preference” is actually a bit misleading. It does not
inherently have anything to do with preferences, although we’ve seen above
that if the consumer is making optimal choices, the two ideas are closely
related. Instead of saying “X is revealed preferred to Y,” it would be better
to say “X is chosen over Y.” When we say that X is revealed preferred to
Y, all we are claiming is that X is chosen when Y could have been chosen;
that is, that p1z1 + paz2 > p1y1 + p2ya.

7.2 From Revealed Preference to Preference

We can summarize the above section very simply. It follows from our model
of consumer behavior—that people are choosing the best things they can
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afford—that the choices they make are preferred to the choices that they
could have made. Or, in the terminology of the last section, if (z1,z3) is
directly revealed preferred to (yi1,y2), then (x1,x2) is in fact preferred to
(y1,y2). Let us state this principle more formally:

The Principle of Revealed Preference. Let (x1,x2) be the chosen
bundle when prices are (p1,p2), and let (y1,y2) be some other bundle such
that p1x1 + paxo > p1y1 +payo. Then if the consumer is choosing the most
preferred bundle she can afford, we must have (x1,22) > (y1,y2).

When you first encounter this principle, it may seem circular. If X is re-
vealed preferred to Y, doesn’t that automatically mean that X is preferred
to Y7 The answer is no. “Revealed preferred” just means that X was cho-
sen when Y was affordable; “preference” means that the consumer ranks
X ahead of Y. If the consumer chooses the best bundles she can afford,
then “revealed preference” implies “preference,” but that is a consequence
of the model of behavior, not the definitions of the terms.

This is why it would be better to say that one bundle is “chosen over”
another, as suggested above. Then we would state the principle of revealed
preference by saying: “If a bundle X is chosen over a bundle Y, then X
must be preferred to Y.” In this statement it is clear how the model of
behavior allows us to use observed choices to infer something about the
underlying preferences.

Whatever terminology you use, the essential point is clear: if we observe
that one bundle is chosen when another one is affordable, then we have
learned something about the preferences between the two bundles: namely,
that the first is preferred to the second.

Now suppose that we happen to know that (y1,y2) is a demanded bundle
at prices (q1,¢2) and that (y;,y2) is itself revealed preferred to some other
bundle (z1, z2). That is,

QY1+ @y2 = q121 + G222.

Then we know that (x1,z2) > (y1,y2) and that (y1,y2) > (z1,22). From
the transitivity assumption we can conclude that (x1,z2) = (21, 22).

This argument is illustrated in Figure 7.2. Revealed preference and tran-
sitivity tell us that (21, z2) must be better than (21, z2) for the consumer
who made the illustrated choices.

It is natural to say that in this case (z1,x2) is indirectly revealed
preferred to (z1,22). Of course the “chain” of observed choices may be
longer than just three: if bundle A is directly revealed preferred to B, and
B to C, and C to D, ... all the way to M, say, then bundle A is still
indirectly revealed preferred to M. The chain of direct comparisons can be
of any length.

If a bundle is either directly or indirectly revealed preferred to another
bundle, we will say that the first bundle is revealed preferred to the
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Budget lines
(7, z,)

2

Indirect revealed preference. The bundle (z1,z5) is indi-
rectly revealed preferred to the bundle (21, 22).

second. The idea of revealed preference is simple, but it is surprisingly
powerful. Just looking at a consumer’s choices can give us a lot of infor-
mation about the underlying preferences. Consider, for example, Figure
7.2. Here we have several observations on demanded bundles at different
budgets. We can conclude from these observations that since (x1,xz2) is
revealed preferred, either directly or indirectly, to all of the bundles in the
shaded area, (x1,x2) is in fact preferred to those bundles by the consumer
who made these choices. Another way to say this is to note that the true in-
difference curve through (z1, z2), whatever it is, must lie above the shaded
region.

7.3 Recovering Preferences

By observing choices made by the consumer, we can learn about his or her
preferences. As we observe more and more choices, we can get a better and
better estimate of what the consumer’s preferences are like.

Such information about preferences can be very important in making
policy decisions. Most economic policy involves trading off some goods for
others: if we put a tax on shoes and subsidize clothing, we’ll probably end
up having more clothes and fewer shoes. In order to evaluate the desirabil-
ity of such a policy, it is important to have some idea of what consumer
preferences between clothes and shoes look like. By examining consumer
choices, we can extract such information through the use of revealed pref-
erence and related techniques.
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If we are willing to add more assumptions about consumer preferences,
we can get more precise estimates about the shape of indifference curves.
For example, suppose we observe two bundles Y and Z that are revealed
preferred to X, as in Figure 7.3, and that we are willing to postulate
preferences are convex. Then we know that all of the weighted averages
of Y and Z are preferred to X as well. If we are willing to assume that
preferences are monotonic, then all the bundles that have more of both
goods than X, Y, and Z—or any of their weighted averages—are also
preferred to X.

9

Better
bundles

Possible
indifference
curve

Budget
lines

%

Trapping the indifference curve. The upper shaded area
consists of bundles preferred to X, and the lower shaded area
consists of bundles revealed worse than X. The indifference
curve through X must lie somewhere in the region between the
two shaded areas.

The region labeled “Worse bundles” in Figure 7.3 consists of all the
bundles to which X is revealed preferred. That is, this region consists of
all the bundles that cost less than X, along with all the bundles that cost
less than bundles that cost less than X, and so on.

Figure
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Thus, in Figure 7.3, we can conclude that all of the bundles in the upper
shaded area are better than X, and that all of the bundles in the lower
shaded area are worse than X, according to the preferences of the con-
sumer who made the choices. The true indifference curve through X must
lie somewhere between the two shaded sets. We've managed to trap the
indifference curve quite tightly simply by an intelligent application of the
idea of revealed preference and a few simple assumptions about preferences.

7.4 The Weak Axiom of Revealed Preference

All of the above relies on the assumption that the consumer has preferences
and that she is always choosing the best bundle of goods she can afford. If
the consumer is not behaving this way, the “estimates” of the indifference
curves that we constructed above have no meaning. The question naturally
arises: how can we tell if the consumer is following the maximizing model?
Or, to turn it around: what kind of observation would lead us to conclude
that the consumer was not maximizing?

Consider the situation illustrated in Figure 7.4. Could both of these
choices be generated by a maximizing consumer? According to the logic
of revealed preference, Figure 7.4 allows us to conclude two things: (1)
(z1,22) is preferred to (y1,y2); and (2) (y1,y2) is preferred to (z1,xs).
This is clearly absurd. In Figure 7.4 the consumer has apparently chosen
(z1,22) when she could have chosen (y1,y2), indicating that (1, x2) was
preferred to (y1,y2), but then she chose (y1, y2) when she could have chosen
(21, x2)—indicating the opposite!

Clearly, this consumer cannot be a maximizing consumer. Either the
consumer is not choosing the best bundle she can afford, or there is some
other aspect of the choice problem that has changed that we have not ob-
served. Perhaps the consumer’s tastes or some other aspect of her economic
environment have changed. In any event, a violation of this sort is not con-
sistent with the model of consumer choice in an unchanged environment.

The theory of consumer choice implies that such observations will not
occur. If the consumers are choosing the best things they can afford, then
things that are affordable, but not chosen, must be worse than what is
chosen. Economists have formulated this simple point in the following
basic axiom of consumer theory

Weak Axiom of Revealed Preference (WARP). If(z1,x2) is directly
revealed preferred to (y1,y2), and the two bundles are not the same, then it
cannot happen that (y1,ys2) is directly revealed preferred to (x1,x2).

In other words, if a bundle (21, z2) is purchased at prices (p1,p2) and a
different bundle (y1,y2) is purchased at prices (¢1,¢g2), then if

P1Z1 + Pae = P1y1 + Pay2,
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Xy

Budget lines

X1

Violation of the Weak Axiom of Revealed Preference.
A consumer who chooses both (x1,z2) and (y1,ys2) violates the
Weak Axiom of Revealed Preference.

it must not be the case that

QY1 + QY2 2 11 + @22,

In English: if the y-bundle is affordable when the x-bundle is purchased,

then when the y-bundle is purchased, the x-bundle must not be affordable.
The consumer in Figure 7.4 has violated WARP. Thus we know that this

consumer’s behavior could not have been maximizing behavior.!

There is no set of indifference curves that could be drawn in Figure 7.4
that could make both bundles maximizing bundles. On the other hand,
the consumer in Figure 7.5 satisfies WARP. Here it is possible to find
indifference curves for which his behavior is optimal behavior. One possible
choice of indifference curves is illustrated.

7.5 Checking WARP

It is important to understand that WARP is a condition that must be sat-
isfied by a consumer who is always choosing the best things he or she can
afford. The Weak Axiom of Revealed Preference is a logical implication

1 Could we say his behavior is WARPed? Well, we could, but not in polite company.

Figure
7.4
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Figure Satisfying WARP. Consumer choices that satisfy the Weak
7.5 Axiom of Revealed Preference and some possible indifference
curves.

of that model and can therefore be used to check whether or not a partic-
ular consumer, or an economic entity that we might want to model as a
consumer, is consistent with our economic model.

Let’s consider how we would go about systematically testing WARP in
practice. Suppose that we observe several choices of bundles of goods at
different prices. Let us use (p!,p4) to denote the #*" observation of prices
and (z},7%) to denote the t*" observation of choices. To use a specific
example, let’s take the data in Table 7.1.

Table Some consumption data.
7.1
Observation p1 Do T To
1 1 2 1 2
2 2 1 2 1
3 1 1 2 2

Given these data, we can compute how much it would cost the consumer
to purchase each bundle of goods at each different set of prices, as we've
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done in Table 7.2. For example, the entry in row 3, column 1, measures

how much money the consumer would have to spend at the third set of
prices to purchase the first bundle of goods.

Cost of each bundle at each set of prices.

Bundles
1 2 3
1 5 4* 6
Prices 2 4* 5 6
3 3* 3* 4

The diagonal terms in Table 7.2 measure how much money the consumer
is spending at each choice. The other entries in each row measure how much
she would have spent if she had purchased a different bundle. Thus we can
see whether bundle 3, say, is revealed preferred to bundle 1, by seeing if the
entry in row 3, column 1 (how much the consumer would have to spend at
the third set of prices to purchase the first bundle) is less than the entry in
row 3, column 3 (how much the consumer actually spent at the third set
of prices to purchase the third bundle). In this particular case, bundle 1
was affordable when bundle 3 was purchased, which means that bundle 3
is revealed preferred to bundle 1. Thus we put a star in row 3, column 1,
of the table.

From a mathematical point of view, we simply put a star in the entry in
row s, column ¢, if the number in that entry is less than the number in row
s, column s.

We can use this table to check for violations of WARP. In this framework,
a violation of WARP consists of two observations ¢ and s such that row ¢,
column s, contains a star and row s, column %, contains a star. For this
would mean that the bundle purchased at s is revealed preferred to the
bundle purchased at ¢ and vice versa.

We can use a computer (or a research assistant) to check and see whether
there are any pairs of observations like these in the observed choices. If
there are, the choices are inconsistent with the economic theory of the
consumer. Either the theory is wrong for this particular consumer, or
something else has changed in the consumer’s environment that we have
not controlled for. Thus the Weak Axiom of Revealed Preference gives
us an easily checkable condition for whether some observed choices are
consistent with the economic theory of the consumer.

In Table 7.2, we observe that row 1, column 2, contains a star and row 2,
column 1, contains a star. This means that observation 2 could have been

Table
7.2
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chosen when the consumer actually chose observation 1 and vice versa. This
is a violation of the Weak Axiom of Revealed Preference. We can conclude
that the data depicted in Tables 7.1 and 7.2 could not be generated by a
consumer with stable preferences who was always choosing the best things
he or she could afford.

7.6 The Strong Axiom of Revealed Preference

The Weak Axiom of Revealed Preference described in the last section gives
us an observable condition that must be satisfied by all optimizing con-
sumers. But there is a stronger condition that is sometimes useful.

We have already noted that if a bundle of goods X is revealed preferred
to a bundle Y, and Y is in turn revealed preferred to a bundle Z, then X
must in fact be preferred to Z. If the consumer has consistent preferences,
then we should never observe a sequence of choices that would reveal that
Z was preferred to X.

The Weak Axiom of Revealed Preference requires that if X is directly
revealed preferred to Y, then we should never observe Y being directly
revealed preferred to X. The Strong Axiom of Revealed Preference
(SARP) requires that the same sort of condition hold for indirect revealed
preference. More formally, we have the following.

Strong Axiom of Revealed Preference (SARP). If (x1,x2) is re-
vealed preferred to (y1,y2) (either directly or indirectly) and (y1,y2) is dif-
ferent from (xq,x2), then (y1,y2) cannot be directly or indirectly revealed
preferred to (x1,x2).

It is clear that if the observed behavior is optimizing behavior then it
must satisfy the SARP. For if the consumer is optimizing and (a1, xz2)
is revealed preferred to (yi,y2), either directly or indirectly, then we must
have (21, 22) > (y1,y2). Sohaving (21, x9) revealed preferred to (y1, y2) and
(y1,y2) revealed preferred to (x1,z2) would imply that (x1,z2) = (y1,¥2)
and (y1,y2) > (z1,72), which is a contradiction. We can conclude that
either the consumer must not be optimizing, or some other aspect of the
consumer’s environment—such as tastes, other prices, and so on—must
have changed.

Roughly speaking, since the underlying preferences of the consumer must
be transitive, it follows that the revealed preferences of the consumer must
be transitive. Thus SARP is a necessary implication of optimizing behav-
ior: if a consumer is always choosing the best things that he can afford,
then his observed behavior must satisfy SARP. What is more surprising is
that any behavior satisfying the Strong Axiom can be thought of as being
generated by optimizing behavior in the following sense: if the observed
choices satisfy SARP, we can always find nice, well-behaved preferences
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that could have generated the observed choices. In this sense SARP is a
sufficient condition for optimizing behavior: if the observed choices satisfy
SARP, then it is always possible to find preferences for which the observed
behavior is optimizing behavior. The proof of this claim is unfortunately
beyond the scope of this book, but appreciation of its importance is not.

What it means is that SARP gives us all of the restrictions on behavior
imposed by the model of the optimizing consumer. For if the observed
choices satisfy SARP, we can “construct” preferences that could have gen-
erated these choices. Thus SARP is both a necessary and a sufficient
condition for observed choices to be compatible with the economic model
of consumer choice.

Does this prove that the constructed preferences actually generated the
observed choices? Of course not. As with any scientific statement, we can
only show that observed behavior is not inconsistent with the statement.
We can’t prove that the economic model is correct; we can just determine
the implications of that model and see if observed choices are consistent
with those implications.

7.7 How to Check SARP

Let us suppose that we have a table like Table 7.2 that has a star in row ¢
and column s if observation ¢ is directly revealed preferred to observation
s. How can we use this table to check SARP?

The easiest way is first to transform the table. An example is given in
Table 7.3. This is a table just like Table 7.2, but it uses a different set of
numbers. Here the stars indicate direct revealed preference. The star in
parentheses will be explained below.

How to check SARP.

Bundles
1 2 3
1 20 10* 220%)
Prices 2 21 20 15*
3 12 15 10

Now we systematically look through the entries of the table and see
if there are any chains of observations that make some bundle indirectly
revealed preferred to that one. For example, bundle 1 is directly revealed
preferred to bundle 2 since there is a star in row 1, column 2. And bundle

Table
7.3
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2 is directly revealed preferred to bundle 3, since there is a star in row 2,
column 3. Therefore bundle 1 is indirectly revealed preferred to bundle 3,
and we indicate this by putting a star (in parentheses) in row 1, column 3.

In general, if we have many observations, we will have to look for chains
of arbitrary length to see if one observation is indirectly revealed preferred
to another. Although it may not be exactly obvious how to do this, it
turns out that there are simple computer programs that can calculate the
indirect revealed preference relation from the table describing the direct
revealed preference relation. The computer can put a star in location st
of the table if observation s is revealed preferred to observation ¢ by any
chain of other observations.

Once we have done this calculation, we can easily test for SARP. We just
see if there is a situation where there is a star in row ¢, column s, and also a
star in row s, column ¢. If so, we have found a situation where observation
t is revealed preferred to observation s, either directly or indirectly, and,
at the same time, observation s is revealed preferred to observation ¢. This
is a violation of the Strong Axiom of Revealed Preference.

On the other hand, if we do not find such violations, then we know that
the observations we have are consistent with the economic theory of the
consumer. These observations could have been made by an optimizing
consumer with well-behaved preferences. Thus we have a completely op-
erational test for whether or not a particular consumer is acting in a way
consistent with economic theory.

This is important, since we can model several kinds of economic units as
behaving like consumers. Think, for example, of a household consisting of
several people. Will its consumption choices maximize “household utility”?
If we have some data on household consumption choices, we can use the
Strong Axiom of Revealed Preference to see. Another economic unit that
we might think of as acting like a consumer is a nonprofit organization
like a hospital or a university. Do universities maximize a utility func-
tion in making their economic choices? If we have a list of the economic
choices that a university makes when faced with different prices, we can,
in principle, answer this kind of question.

7.8 Index Numbers

Suppose we examine the consumption bundles of a consumer at two differ-
ent times and we want to compare how consumption has changed from one
time to the other. Let b stand for the base period, and let ¢t be some other
time. How does “average” consumption in year ¢ compare to consumption
in the base period?

Suppose that at time ¢ prices are (pt, p) and that the consumer chooses
(2%, 2%). In the base period b, the prices are (p?,p%), and the consumer’s
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choice is (2%, 25). We want to ask how the “average” consumption of the
consumer has changed.

If we let w; and wy be some “weights” that go into making an average,
then we can look at the following kind of quantity index:

[43

w4 worh

- wla:l{ + ngg '
If I, is greater than 1, we can say that the “average” consumption has gone
up in the movement from b to t; if I, is less than 1, we can say that the
“average” consumption has gone down.

The question is, what do we use for the weights? A natural choice is to
use the prices of the goods in question, since they measure in some sense
the relative importance of the two goods. But there are two sets of prices
here: which should we use?

If we use the base period prices for the weights, we have something called
a Laspeyres index, and if we use the ¢ period prices, we have something
called a Paasche index. Both of these indices answer the question of what
has happened to “average” consumption, but they just use different weights
in the averaging process.

Substituting the ¢ period prices for the weights, we see that the Paasche
quantity index is given by

_ Py + phad
T plat +phal’
and substituting the b period prices shows that the Laspeyres quantity
index is given by
_ il + phah
© pial + phal
It turns out that the magnitude of the Laspeyres and Paasche indices can
tell us something quite interesting about the consumer’s welfare. Suppose
that we have a situation where the Paasche quantity index is greater than 1:

.t t ot
_ Pixy + Paxy

—Ani TRty
piab + phal

q

What can we conclude about how well-off the consumer is at time t as
compared to his situation at time b7

The answer is provided by revealed preference. Just cross multiply this
inequality to give

pixy + phrh > piat + phas,

which immediately shows that the consumer must be better off at ¢ than at
b, since he could have consumed the b consumption bundle in the ¢ situation
but chose not to do so.
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What if the Paasche index is less than 1?7 Then we would have

piat + phrh < piai + phas,
which says that when the consumer chose bundle (x4, z%), bundle (2%, %)
was not affordable. But that doesn’t say anything about the consumer’s
ranking of the bundles. Just because something costs more than you can
afford doesn’t mean that you prefer it to what you're consuming now.
What about the Laspeyres index? It works in a similar way. Suppose
that the Laspeyres index is less than 1:

bt bt
_ bix +paty

q b b L bob
P1TT + Pay

Cross multiplying yields
prat + phal > plaf + phah,
b

which says that (2%, 25) is revealed preferred to (2}, x%). Thus the consumer
is better off at time b than at time ¢.

7.9 Price Indices

Price indices work in much the same way. In general, a price index will be
a weighted average of prices:

~ plwy + phws
P phwy 4 phws
In this case it is natural to choose the quantities as the weights for com-
puting the averages. We get two different indices, depending on our choice
of weights. If we choose the t period quantities for weights, we get the
Paasche price index:

ot ot
D1T7 + Py

T bt bt
DP1x] + Poy

P

and if we choose the base period quantities we get the Laspeyres price
index: . o
_ P11 + Pyt
U phal 4 phat

Suppose that the Paasche price index is less than 1; what does revealed

preference have to say about the welfare situation of the consumer in peri-
ods t and b?
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Revealed preference doesn’t say anything at all. The problem is that
there are now different prices in the numerator and in the denominator of
the fractions defining the indices, so the revealed preference comparison
can’t be made.

Let’s define a new index of the change in total expenditure by

ottt
_ DTy T Py
= bbb

P17 + Py

This is the ratio of total expenditure in period ¢ to the total expenditure
in period b.

Now suppose that you are told that the Paasche price index was greater
than M. This means that

tot tot tot tot
_ P1Ty +pa¥y  pi¥y + Paly
= bt bt b..b bbb

PIT] T Pa%y P+ Paly

p

Canceling the numerators from each side of this expression and cross mul-
tiplying, we have
pial + phal > plag + pyah.

This statement says that the bundle chosen at year b is revealed preferred
to the bundle chosen at year t. This analysis implies that if the Paasche
price index is greater than the expenditure index, then the consumer must
be better off in year b than in year t.

This is quite intuitive. After all, if prices rise by more than income rises
in the movement from b to ¢, we would expect that would tend to make the
consumer worse off. The revealed preference analysis given above confirms
this intuition.

A similar statement can be made for the Laspeyres price index. If the
Laspeyres price index is less than M, then the consumer must be better off
in year ¢ than in year b. Again, this simply confirms the intuitive idea that
if prices rise less than income, the consumer would become better off. In
the case of price indices, what matters is not whether the index is greater
or less than 1, but whether it is greater or less than the expenditure index.

EXAMPLE: Indexing Social Security Payments

Many elderly people have Social Security payments as their sole source
of income. Because of this, there have been attempts to adjust Social
Security payments in a way that will keep purchasing power constant even
when prices change. Since the amount of payments will then depend on the
movement of some price index or cost-of-living index, this kind of scheme
is referred to as indexing.
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One indexing proposal goes as follows. In some base year b, econo-
mists measure the average consumption bundle of senior citizens. In each
subsequent year the Social Security system adjusts payments so that the
“purchasing power” of the average senior citizen remains constant in the
sense that the average Social Security recipient is just able to afford the
consumption bundle available in year b, as depicted in Figure 7.6.
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Social Security. Changing prices will typically make the con-
sumer better off than in the base year.

One curious result of this indexing scheme is that the average senior
citizen will almost always be better off than he or she was in the base year
b. Suppose that year b is chosen as the base year for the price index. Then
the bundle (2%, z5) is the optimal bundle at the prices (p},p5). This means
that the budget line at prices (p?, p%) must be tangent to the indifference
curve through (24, 2%).

Now suppose that prices change. To be specific, suppose that prices
increase so that the budget line, in the absence of Social Security, would
shift inward and tilt. The inward shift is due to the increase in prices; the
tilt is due to the change in relative prices. The indexing program would
then increase the Social Security payment so as to make the original bundle
(2%, 28) affordable at the new prices. But this means that the budget line
would cut the indifference curve, and there would be some other bundle
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on the budget line that would be strictly preferred to (x4,z%). Thus the
consumer would typically be able to choose a better bundle than he or she
chose in the base year.

Summary

1. If one bundle is chosen when another could have been chosen, we say
that the first bundle is revealed preferred to the second.

2. If the consumer is always choosing the most preferred bundles he or she
can afford, this means that the chosen bundles must be preferred to the
bundles that were affordable but weren’t chosen.

3. Observing the choices of consumers can allow us to “recover” or esti-
mate the preferences that lie behind those choices. The more choices we
observe, the more precisely we can estimate the underlying preferences that
generated those choices.

4. The Weak Axiom of Revealed Preference (WARP) and the Strong Ax-
iom of Revealed Preference (SARP) are necessary conditions that consumer
choices have to obey if they are to be consistent with the economic model
of optimizing choice.

REVIEW QUESTIONS

1. When prices are (p1,p2) = (1,2) a consumer demands (z1,x2) = (1,2),
and when prices are (¢1,¢2) = (2, 1) the consumer demands (y1,y2) = (2,1).
Is this behavior consistent with the model of maximizing behavior?

2. When prices are (p1,p2) = (2,1) a consumer demands (z1, z2) = (1,
and when prices are (q1,¢2) = (1, 2) the consumer demands (y1,y2) = (2
Is this behavior consistent with the model of maximizing behavior?

2),
1)

3. In the preceding exercise, which bundle is preferred by the consumer,
the x-bundle or the y-bundle?

4. We saw that the Social Security adjustment for changing prices would
typically make recipients at least as well-off as they were at the base year.
What kind of price changes would leave them just as well-off, no matter
what kind of preferences they had?

5. In the same framework as the above question, what kind of preferences
would leave the consumer just as well-off as he was in the base year, for all
price changes?



CHAPTER 8

SLUTSKY
EQUATION

Economists often are concerned with how a consumer’s behavior changes
in response to changes in the economic environment. The case we want
to consider in this chapter is how a consumer’s choice of a good responds
to changes in its price. It is natural to think that when the price of a
good rises the demand for it will fall. However, as we saw in Chapter 6
it is possible to construct examples where the optimal demand for a good
decreases when its price falls. A good that has this property is called a
Giffen good.

Giffen goods are pretty peculiar and are primarily a theoretical curiosity,
but there are other situations where changes in prices might have “perverse”
effects that, on reflection, turn out not to be so unreasonable. For example,
we normally think that if people get a higher wage they will work more.
But what if your wage went from $10 an hour to $1000 an hour? Would
you really work more? Might you not decide to work fewer hours and use
some of the money you’ve earned to do other things? What if your wage
were $1,000,000 an hour? Wouldn’t you work less?

For another example, think of what happens to your demand for apples
when the price goes up. You would probably consume fewer apples. But
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how about a family who grew apples to sell? If the price of apples went
up, their income might go up so much that they would feel that they could
now afford to consume more of their own apples. For the consumers in this
family, an increase in the price of apples might well lead to an increase in
the consumption of apples.

What is going on here? How is it that changes in price can have these
ambiguous effects on demand? In this chapter and the next we’ll try to
sort out these effects.

8.1 The Substitution Effect

When the price of a good changes, there are two sorts of effects: the rate
at which you can exchange one good for another changes, and the total
purchasing power of your income is altered. If, for example, good 1 becomes
cheaper, it means that you have to give up less of good 2 to purchase good
1. The change in the price of good 1 has changed the rate at which the
market allows you to “substitute” good 2 for good 1. The trade-off between
the two goods that the market presents the consumer has changed.

At the same time, if good 1 becomes cheaper it means that your money
income will buy more of good 1. The purchasing power of your money has
gone up; although the number of dollars you have is the same, the amount
that they will buy has increased.

The first part—the change in demand due to the change in the rate
of exchange between the two goods—is called the substitution effect.
The second effect—the change in demand due to having more purchasing
power—is called the income effect. These are only rough definitions of the
two effects. In order to give a more precise definition we have to consider
the two effects in greater detail.

The way that we will do this is to break the price movement into two
steps: first we will let the relative prices change and adjust money income
so as to hold purchasing power constant, then we will let purchasing power
adjust while holding the relative prices constant.

This is best explained by referring to Figure 8.1. Here we have a situa-
tion where the price of good 1 has declined. This means that the budget
line rotates around the vertical intercept m/ps and becomes flatter. We
can break this movement of the budget line up into two steps: first pivot
the budget line around the original demanded bundle and then shift the
pivoted line out to the new demanded bundle.

This “pivot-shift” operation gives us a convenient way to decompose
the change in demand into two pieces. The first step—the pivot—is a
movement where the slope of the budget line changes while its purchasing
power stays constant, while the second step is a movement where the slope
stays constant and the purchasing power changes. This decomposition is
only a hypothetical construction—the consumer simply observes a change
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Pivot and shift. When the price of good 1 changes and income
stays fixed, the budget line pivots around the vertical axis. We
will view this adjustment as occurring in two stages: first pivot
the budget line around the original choice, and then shift this
line outward to the new demanded bundle.

in price and chooses a new bundle of goods in response. But in analyzing
how the consumer’s choice changes, it is useful to think of the budget line
changing in two stages—first the pivot, then the shift.

What are the economic meanings of the pivoted and the shifted budget
lines? Let us first consider the pivoted line. Here we have a budget line with
the same slope and thus the same relative prices as the final budget line.
However, the money income associated with this budget line is different,
since the vertical intercept is different. Since the original consumption
bundle (z1,z2) lies on the pivoted budget line, that consumption bundle
is just affordable. The purchasing power of the consumer has remained
constant in the sense that the original bundle of goods is just affordable at
the new pivoted line.

Let us calculate how much we have to adjust money income in order to
keep the old bundle just affordable. Let m’ be the amount of money income
that will just make the original consumption bundle affordable; this will
be the amount of money income associated with the pivoted budget line.
Since (z1,x2) is affordable at both (p1, p2, m) and (p}, p2, m’), we have

m' = piz1 + poxo
m = p1T1 + pa2a.

Subtracting the second equation from the first gives

m' —m = x1[p}] — p1].
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This equation says that the change in money income necessary to make
the old bundle affordable at the new prices is just the original amount of
consumption of good 1 times the change in prices.

Letting Ap; = p| — p; represent the change in price 1, and Am =
m' — m represent the change in income necessary to make the old bundle
just affordable, we have

Am = z1Ap;. (8.1)

Note that the change in income and the change in price will always move
in the same direction: if the price goes up, then we have to raise income to
keep the same bundle affordable.

Let’s use some actual numbers. Suppose that the consumer is originally
consuming 20 candy bars a week, and that candy bars cost 50 cents a piece.
If the price of candy bars goes up by 10 cents—so that Ap; = .60 — .50 =
.10—how much would income have to change to make the old consumption
bundle affordable?

We can apply the formula given above. If the consumer had $2.00 more
income, he would just be able to consume the same number of candy bars,
namely, 20. In terms of the formula:

Am = Ap; x 1 = .10 x 20 = $2.00.

Now we have a formula for the pivoted budget line: it is just the budget
line at the new price with income changed by Am. Note that if the price of
good 1 goes down, then the adjustment in income will be negative. When
a price goes down, a consumer’s purchasing power goes up, so we will have
to decrease the consumer’s income in order to keep purchasing power fixed.
Similarly, when a price goes up, purchasing power goes down, so the change
in income necessary to keep purchasing power constant must be positive.

Although (a1, x2) is still affordable, it is not generally the optimal pur-
chase at the pivoted budget line. In Figure 8.2 we have denoted the optimal
purchase on the pivoted budget line by Y. This bundle of goods is the op-
timal bundle of goods when we change the price and then adjust dollar
income so as to keep the old bundle of goods just affordable. The move-
ment from X to Y is known as the substitution effect. It indicates how
the consumer “substitutes” one good for the other when a price changes
but purchasing power remains constant.

More precisely, the substitution effect, Az, is the change in the demand
for good 1 when the price of good 1 changes to pj and, at the same time,
money income changes to m/:

Az =z (py,m') — z1(p1,m).
In order to determine the substitution effect, we must use the consumer’s

demand function to calculate the optimal choices at (p},m’) and (p1,m).
The change in the demand for good 1 may be large or small, depending



Figure
8.2

140 SLUTSKY EQUATION (Ch. 8)

%)

Indifference curves

m/p,

mYp,

[

X1

Substitution Income
effect effect

Substitution effect and income effect. The pivot gives the
substitution effect, and the shift gives the income effect.

on the shape of the consumer’s indifference curves. But given the demand
function, it is easy to just plug in the numbers to calculate the substitution
effect. (Of course the demand for good 1 may well depend on the price of
good 2; but the price of good 2 is being held constant during this exercise,
so we've left it out of the demand function so as not to clutter the notation.)

The substitution effect is sometimes called the change in compensated
demand. The idea is that the consumer is being compensated for a price
rise by having enough income given back to him to purchase his old bun-
dle. Of course if the price goes down he is “compensated” by having money
taken away from him. We’'ll generally stick with the “substitution” termi-
nology, for consistency, but the “compensation” terminology is also widely
used.

EXAMPLE: Calculating the Substitution Effect

Suppose that the consumer has a demand function for milk of the form

m

=10 .
=10 0,

Originally his income is $120 per week and the price of milk is $3 per quart.
Thus his demand for milk will be 10 4+ 120/(10 x 3) = 14 quarts per week.
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Now suppose that the price of milk falls to $2 per quart. Then his
demand at this new price will be 10+ 120/(10 x 2) = 16 quarts of milk per
week. The total change in demand is +2 quarts a week.

In order to calculate the substitution effect, we must first calculate how
much income would have to change in order to make the original consump-
tion of milk just affordable when the price of milk is $2 a quart. We apply
the formula (8.1):

Am =2x1Ap; =14 x (2 - 3) = —$14.

Thus the level of income necessary to keep purchasing power constant
ism’ =m+ Am = 120 — 14 = 106. What is the consumer’s demand for
milk at the new price, $2 per quart, and this level of income? Just plug
the numbers into the demand function to find

106

Thus the substitution effect is

Az§ = x1(2,106) — 21(3,120) = 15.3 — 14 = 1.3.

8.2 The Income Effect

We turn now to the second stage of the price adjustment—the shift move-
ment. This is also easy to interpret economically. We know that a parallel
shift of the budget line is the movement that occurs when income changes
while relative prices remain constant. Thus the second stage of the price
adjustment is called the income effect. We simply change the consumer’s
income from m’ to m, keeping the prices constant at (p,p2). In Figure
8.2 this change moves us from the point (y1,y2) to (21, z2). It is natural to
call this last movement the income effect since all we are doing is changing
income while keeping the prices fixed at the new prices.

More precisely, the income effect, Az}, is the change in the demand for
good 1 when we change income from m’ to m, holding the price of good 1
fixed at pj:

Az} = z1(p),m) — x1(py,m').

We have already considered the income effect earlier in section 6.1. There
we saw that the income effect can operate either way: it will tend to increase
or decrease the demand for good 1 depending on whether we have a normal
good or an inferior good.

When the price of a good decreases, we need to decrease income in order
to keep purchasing power constant. If the good is a normal good, then
this decrease in income will lead to a decrease in demand. If the good is
an inferior good, then the decrease in income will lead to an increase in
demand.



142 SLUTSKY EQUATION (Ch. 8)

EXAMPLE: Calculating the Income Effect

In the example given earlier in this chapter we saw that

z1(p),m) = x1(2,120) = 16
x1(pl,m') = 21(2,106) = 15.3.

Thus the income effect for this problem is
Azt =21(2,120) — 21(2,106) = 16 — 15.3 = 0.7.

Since milk is a normal good for this consumer, the demand for milk in-
creases when income increases.

8.3 Sign of the Substitution Effect

We have seen above that the income effect can be positive or negative, de-
pending on whether the good is a normal good or an inferior good. What
about the substitution effect? If the price of a good goes down, as in
Figure 8.2, then the change in the demand for the good due to the substi-
tution effect must be nonnegative. That is, if p; > p}, then we must have
x1(py,m’) > x1(p1,m), so that Az5 > 0.

The proof of this goes as follows. Consider the points on the pivoted
budget line in Figure 8.2 where the amount of good 1 consumed is less
than at the bundle X. These bundles were all affordable at the old prices
(p1,p2) but they weren’t purchased. Instead the bundle X was purchased.
If the consumer is always choosing the best bundle he can afford, then X
must be preferred to all of the bundles on the part of the pivoted line that
lies inside the original budget set.

This means that the optimal choice on the pivoted budget line must not
be one of the bundles that lies underneath the original budget line. The
optimal choice on the pivoted line would have to be either X or some point
to the right of X. But this means that the new optimal choice must involve
consuming at least as much of good 1 as originally, just as we wanted to
show. In the case illustrated in Figure 8.2, the optimal choice at the pivoted
budget line is the bundle Y, which certainly involves consuming more of
good 1 than at the original consumption point, X.

The substitution effect always moves opposite to the price movement.
We say that the substitution effect is negative, since the change in demand
due to the substitution effect is opposite to the change in price: if the price
increases, the demand for the good due to the substitution effect decreases.
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8.4 The Total Change in Demand

The total change in demand, Az, is the change in demand due to the
change in price, holding income constant:

Az = z1(p}, m) — z1(p1, m).

We have seen above how this change can be broken up into two changes: the
substitution effect and the income effect. In terms of the symbols defined
above,

Az, = Azx] + Az}
z1(py,m) — x1(p1,m) = [x1(py, m') — z1(p1,m)]

+ [.1‘1 (pllam) - xl(p/laml)]'

In words this equation says that the total change in demand equals the
substitution effect plus the income effect. This equation is called the Slut-
sky identity.! Note that it is an identity: it is true for all values of py,
Py, m, and m’. The first and fourth terms on the right-hand side cancel
out, so the right-hand side is identically equal to the left-hand side.

The content of the Slutsky identity is not just the algebraic identity—
that is a mathematical triviality. The content comes in the interpretation
of the two terms on the right-hand side: the substitution effect and the
income effect. In particular, we can use what we know about the signs of
the income and substitution effects to determine the sign of the total effect.

While the substitution effect must always be negative—opposite the
change in the price—the income effect can go either way. Thus the to-
tal effect may be positive or negative. However, if we have a normal good,
then the substitution effect and the income effect work in the same direc-
tion. An increase in price means that demand will go down due to the
substitution effect. If the price goes up, it is like a decrease in income,
which, for a normal good, means a decrease in demand. Both effects rein-
force each other. In terms of our notation, the change in demand due to a
price increase for a normal good means that

Azy = Ax] + Axl.
= = =)

(The minus signs beneath each term indicate that each term in this expres-
sion is negative.)

I Named for Eugen Slutsky (1880-1948), a Russian economist who investigated demand
theory.
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Note carefully the sign on the income effect. Since we are considering
a situation where the price rises, this implies a decrease in purchasing
power—for a normal good this will imply a decrease in demand.

On the other hand, if we have an inferior good, it might happen that the
income effect outweighs the substitution effect, so that the total change in
demand associated with a price increase is actually positive. This would
be a case where

Azy = Ax] + Axl.
= )

If the second term on the right-hand side—the income effect—is large
enough, the total change in demand could be positive. This would mean
that an increase in price could result in an increase in demand. This is the
perverse Giffen case described earlier: the increase in price has reduced the
consumer’s purchasing power so much that he has increased his consump-
tion of the inferior good.

But the Slutsky identity shows that this kind of perverse effect can only
occur for inferior goods: if a good is a normal good, then the income and
substitution effects reinforce each other, so that the total change in demand
is always in the “right” direction.

Thus a Giffen good must be an inferior good. But an inferior good is
not necessarily a Giffen good: the income effect not only has to be of the
“wrong” sign, it also has to be large enough to outweigh the “right” sign
of the substitution effect. This is why Giffen goods are so rarely observed
in real life: they would not only have to be inferior goods, but they would
have to be very inferior.

This is illustrated graphically in Figure 8.3. Here we illustrate the usual
pivot-shift operation to find the substitution effect and the income effect.
In both cases, good 1 is an inferior good, and the income effect is therefore
negative. In Figure 8.3A, the income effect is large enough to outweigh
the substitution effect and produce a Giffen good. In Figure 8.3B, the
income effect is smaller, and thus good 1 responds in the ordinary way to
the change in its price.

8.5 Rates of Change

We have seen that the income and substitution effects can be described
graphically as a combination of pivots and shifts, or they can be described
algebraically in the Slutsky identity

Az, = Az + Az,

which simply says that the total change in demand is the substitution
effect plus the income effect. The Slutsky identity here is stated in terms
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of absolute changes, but it is more common to express it in terms of rates

of change.

When we express the Slutsky identity in terms of rates of change it turns
out to be convenient to define AzY* to be the negative of the income effect:

Azi" = @1 (py,m) — a1 (py,m) = —Aaf.

Given this definition, the Slutsky identity becomes

Az, = Az — Azl

If we divide each side of the identity by Api, we have

Azy  Azxf

Az

Apy B Apy

- . (8.2)

Apy

The first term on the right-hand side is the rate of change of demand
when price changes and income is adjusted so as to keep the old bundle
affordable—the substitution effect. Let’s work on the second term. Since
we have an income change in the numerator, it would be nice to get an
income change in the denominator.
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Remember that the income change, Am, and the price change, Ap;, are
related by the formula

Am = JflApl.
Solving for Ap; we find
Am
Ap =22
X

Now substitute this expression into the last term in (8.2) to get our final

formula:
Az, Azy A:lc}"aj
Api  Apr Am "

This is the Slutsky identity in terms of rates of change. We can interpret
each term as follows:

Azy  x1(pl,m) — x1(p1,m)

Apy Apy

is the rate of change in demand as price changes, holding income fixed;

Axi  zy(p),m') — x1(p1,m)

Apy Apy

is the rate of change in demand as the price changes, adjusting income so
as to keep the old bundle just affordable, that is, the substitution effect;

and

Ax?ln T = zl(p/hm/) B xl(p/lvm) 1 (83)
Am m’' —m

is the rate of change of demand holding prices fixed and adjusting income,
that is, the income effect.

The income effect is itself composed of two pieces: how demand changes
as income changes, times the original level of demand. When the price
changes by Ap;, the change in demand due to the income effect is

’ n o /
Az = 1Py, m )Amxl(pl’m) T1Ap1.

But this last term, x1Apq, is just the change in income necessary to keep
the old bundle feasible. That is, z1Ap; = Am, so the change in demand
due to the income effect reduces to

/ n o /
Alﬂln _ xl(phm )Amzl(plam) Am,

just as we had before.
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8.6 The Law of Demand

In Chapter 5 we voiced some concerns over the fact that consumer theory
seemed to have no particular content: demand could go up or down when a
price increased, and demand could go up or down when income increased.
If a theory doesn’t restrict observed behavior in some fashion it isn’t much
of a theory. A model that is consistent with all behavior has no real content.

However, we know that consumer theory does have some content—we’ve
seen that choices generated by an optimizing consumer must satisfy the
Strong Axiom of Revealed Preference. Furthermore, we've seen that any
price change can be decomposed into two changes: a substitution effect
that is sure to be negative—opposite the direction of the price change—
and an income effect whose sign depends on whether the good is a normal
good or an inferior good.

Although consumer theory doesn’t restrict how demand changes when
price changes or how demand changes when income changes, it does re-
strict how these two kinds of changes interact. In particular, we have the
following.

The Law of Demand. If the demand for a good increases when income
increases, then the demand for that good must decrease when its price in-
creases.

This follows directly from the Slutsky equation: if the demand increases
when income increases, we have a normal good. And if we have a normal
good, then the substitution effect and the income effect reinforce each other,
and an increase in price will unambiguously reduce demand.

8.7 Examples of Income and Substitution Effects

Let’s now consider some examples of price changes for particular kinds of
preferences and decompose the demand changes into the income and the
substitution effects.

We start with the case of perfect complements. The Slutsky decomposi-
tion is illustrated in Figure 8.4. When we pivot the budget line around the
chosen point, the optimal choice at the new budget line is the same as at
the old one—this means that the substitution effect is zero. The change in
demand is due entirely to the income effect.

What about the case of perfect substitutes, illustrated in Figure 8.57
Here when we tilt the budget line, the demand bundle jumps from the
vertical axis to the horizontal axis. There is no shifting left to do! The
entire change in demand is due to the substitution effect.
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As a third example, let us consider the case of quasilinear preferences.
This situation is somewhat peculiar. We have already seen that a shift
in income causes no change in demand for good 1 when preferences are
quasilinear. This means that the entire change in demand for good 1 is due
to the substitution effect, and that the income effect is zero, as illustrated
in Figure 8.6.

EXAMPLE: Rebating a Tax

In 1974 the Organization of Petroleum Exporting Countries (OPEC) insti-
tuted an oil embargo against the United States. OPEC was able to stop oil
shipments to U.S. ports for several weeks. The vulnerability of the United
States to such disruptions was very disturbing to Congress and the pres-
ident, and there were many plans proposed to reduce the United States’s
dependence on foreign oil.

One such plan involved increasing the gasoline tax. Increasing the cost
of gasoline to the consumers would make them reduce their consumption
of gasoline, and the reduced demand for gasoline would in turn reduce the
demand for foreign oil.

But a straight increase in the tax on gasoline would hit consumers where
it hurts—in the pocketbook—and by itself such a plan would be politically
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infeasible. So it was suggested that the revenues raised from consumers by
this tax would be returned to the consumers in the form of direct money
payments, or via the reduction of some other tax.

Critics of this proposal argued that paying the revenue raised by the tax
back to the consumers would have no effect on demand since they could
just use the rebated money to purchase more gasoline. What does economic
analysis say about this plan?

Let us suppose, for simplicity, that the tax on gasoline would end up
being passed along entirely to the consumers of gasoline so that the price
of gasoline will go up by exactly the amount of the tax. (In general, only
part of the tax would be passed along, but we will ignore that complication
here.) Suppose that the tax would raise the price of gasoline from p to
p’ = p+t, and that the average consumer would respond by reducing
his demand from z to z’. The average consumer is paying t dollars more
for gasoline, and he is consuming z’ gallons of gasoline after the tax is
imposed, so the amount of revenue raised by the tax from the average
consumer would be

R=tx' =(p —p)'.

Note that the revenue raised by the tax will depend on how much gaso-
line the consumer ends up consuming, x’, not how much he was initially

Figure
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consuming, x.
If we let y be the expenditure on all other goods and set its price to be
1, then the original budget constraint is

pr+y=m, (8.4)
and the budget constraint in the presence of the tax-rebate plan is
(p+t)a' +y =m+ta. (8.5)

In budget constraint (8.5) the average consumer is choosing the left-hand
side variables—the consumption of each good—but the right-hand side—
his income and the rebate from the government—are taken as fixed. The
rebate depends on what all consumers do, not what the average consumer
does. In this case, the rebate turns out to be the taxes collected from the
average consumer—but that’s because he is average, not because of any
causal connection.

If we cancel ¢z’ from each side of equation (8.5), we have

pr’ +1y' =m.

Thus (2/,3') is a bundle that was affordable under the original budget
constraint and rejected in favor of (x,y). Thus it must be that (z,y)
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is preferred to (2',y’): the consumers are made worse off by this plan.
Perhaps that is why it was never put into effect!

The equilibrium with a rebated tax is depicted in Figure 8.7. The tax
makes good 1 more expensive, and the rebate increases money income.
The original bundle is no longer affordable, and the consumer is definitely
made worse off. The consumer’s choice under the tax-rebate plan involves
consuming less gasoline and more of “all other goods.”

Indifference
curves

(x', y"

Budget line
after tax

and rebate
slope =—(p + t)

Budget line
before tax
slope =—p

Rebating a tax. Taxing a consumer and rebating the tax
revenues makes the consumer worse off.

What can we say about the amount of consumption of gasoline? The
average consumer could afford his old consumption of gasoline, but because
of the tax, gasoline is now more expensive. In general, the consumer would
choose to consume less of it.

EXAMPLE: Voluntary Real Time Pricing

Electricity production suffers from an extreme capacity problem: it is rel-
atively cheap to produce up to capacity, at which point it is, by definition,
impossible to produce more. Building capacity is extremely expensive, so
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finding ways to reduce the use of electricity during periods of peak demand
is very attractive from an economic point of view.

In states with warm climates, such as Georgia, roughly 30 percent of
usage during periods of peak demand is due to air conditioning. Further-
more, it is relatively easy to forecast temperature one day ahead so that
potential users will have time to adjust their demand by setting their air
conditioning to a higher temperature, wearing light clothes, and so on.
The challenge is to set up a pricing system so that those users who are able
to cut back on their electricity use will have an incentive to reduce their
consumption.

One way to accomplish this is through the use of Real Time Pricing
(RTP). In a Real Time Pricing program, large industrial users are equipped
with special meters that allow the price of electricity to vary from minute to
minute, depending on signals sent from the electricity generating company.
As the demand for electricity approaches capacity, the generating company
increases the price so as to encourage users to cut back on their usage.
The price schedule is determined as a function of the total demand for
electricity.

Georgia Power Company claims that it runs the largest real time pric-
ing program in the world. In 1999 it was able to reduce demand by 750
megawatts on high-price days by inducing some large customers to cut their
demand by as much as 60 percent.

Georgia Power has devised several interesting variations on the basic real
time pricing model. In one pricing plan, customers are assigned a baseline
quantity, which represents their normal usage. When electricity is in short
supply and the real time price increases, these users face a higher price for
electricity use in excess of their baseline quantity. But they also receive a
rebate if they can manage to cut their electricity use below their baseline
amount.

Figure 8.8 shows how this affects the budget line of the users. The
vertical axis is “money to spend on things other than electricity” and the
horizontal axis is “electricity use.” In normal times, users choose their
electricity consumption to maximize utility subject to a budget constraint
which is determined by the baseline price of electricity. The resulting choice
is their baseline consumption.

When the temperature rises, the real time price increases, making elec-
tricity more expensive. But this increase in price is a good thing for users
who can cut back their consumption, since they receive a rebate based on
the high real time price for every kilowatt of reduced usage. If usage stays
at the baseline amount, then the user’s bill will not change.

It is not hard to see that this pricing plan is a Slutsky pivot around the
baseline consumption. Thus we can be confident that electricity usage will
decline, and that users will be at least as well off at the real time price as
at the baseline price. Indeed, the program has been quite popular, with
over 1,600 voluntary participants.
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OTHER
GOODS

Consumption
under RTP

RTP budget
constraint

Baseline
consumption

__— Baseline budget
constraint

ELECTRICITY

Voluntary real time pricing. Users pay higher rates for
additional electricity when the real time price rises, but they
also get rebates at the same price if they cut back their use.
This results in a pivot around the baseline use and tends to
make the customers better off.

8.8 Another Substitution Effect

The substitution effect is the name that economists give to the change in
demand when prices change but a consumer’s purchasing power is held
constant, so that the original bundle remains affordable. At least this is
one definition of the substitution effect. There is another definition that is
also useful.

The definition we have studied above is called the Slutsky substitution
effect. The definition we will describe in this section is called the Hicks
substitution effect.?

Suppose that instead of pivoting the budget line around the original
consumption bundle, we now roll the budget line around the indifference
curve through the original consumption bundle, as depicted in Figure 8.9.
In this way we present the consumer with a new budget line that has the
same relative prices as the final budget line but has a different income. The
purchasing power he has under this budget line will no longer be sufficient to

2 The concept is named for Sir John Hicks, an English recipient of the Nobel Prize in
Economics.

Figure
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purchase his original bundle of goods—but it will be sufficient to purchase
a bundle that is just indifferent to his original bundle.

X

Indifference
curves

Original |
budget —

Original
choice

X1

Substitution Income

effect effect

The Hicks substitution effect. Here we pivot the budget line

around the indifference curve rather than around the original
choice.

Thus the Hicks substitution effect keeps utility constant rather than keep-
ing purchasing power constant. The Slutsky substitution effect gives the
consumer just enough money to get back to his old level of consumption,
while the Hicks substitution effect gives the consumer just enough money
to get back to his old indifference curve. Despite this difference in defini-
tion, it turns out that the Hicks substitution effect must be negative—in
the sense that it is in a direction opposite that of the price change—just
like the Slutsky substitution effect.

The proof is again by revealed preference. Let (z1,22) be a demanded
bundle at some prices (p1,p2), and let (y1,y2) be a demanded bundle at
some other prices (g1, q2). Suppose that income is such that the consumer
is indifferent between (x1, z2) and (y1, y2). Since the consumer is indifferent
between (z1,z2) and (y1,y2), neither bundle can be revealed preferred to
the other.

Using the definition of revealed preference, this means that the following
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two inequalities are not true:
P1x1 + p2a > Pry1 + P2y

Q1y1 + q2y2 > 121 + q2x2.

It follows that these inequalities are true:
DP1T1 + p2x2 < P1y1 + pay2

QY1+ @y2 < q1r1 + g2,

Adding these inequalities together and rearranging them we have

(@1 —p1)(y1 — 21) + (g2 — p2)(y2 — 22) < 0.

This is a general statement about how demands change when prices
change if income is adjusted so as to keep the consumer on the same in-
difference curve. In the particular case we are concerned with, we are only
changing the first price. Therefore ¢go = po, and we are left with

(g1 —p1)(yr — 1) <0.

This equation says that the change in the quantity demanded must have
the opposite sign from that of the price change, which is what we wanted
to show.

The total change in demand is still equal to the substitution effect plus
the income effect—but now it is the Hicks substitution effect. Since the
Hicks substitution effect is also negative, the Slutsky equation takes exactly
the same form as we had earlier and has exactly the same interpretation.
Both the Slutsky and Hicks definitions of the substitution effect have their
place, and which is more useful depends on the problem at hand. It can
be shown that for small changes in price, the two substitution effects are
virtually identical.

8.9 Compensated Demand Curves

We have seen how the quantity demanded changes as a price changes in
three different contexts: holding income fixed (the standard case), holding
purchasing power fixed (the Slutsky substitution effect), and holding utility
fixed (the Hicks substitution effect). We can draw the relationship between
price and quantity demanded holding any of these three variables fixed.
This gives rise to three different demand curves: the standard demand
curve, the Slutsky demand curve, and the Hicks demand curve.

The analysis of this chapter shows that the Slutsky and Hicks demand
curves are always downward sloping curves. Furthermore the ordinary
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demand curve is a downward sloping curve for normal goods. However,
the Giffen analysis shows that it is theoretically possible that the ordinary
demand curve may slope upwards for an inferior good.

The Hicksian demand curve—the one with utility held constant—is some-
times called the compensated demand curve. This terminology arises
naturally if you think of constructing the Hicksian demand curve by ad-
justing income as the price changes so as to keep the consumer’s utility
constant. Hence the consumer is “compensated” for the price changes, and
his utility is the same at every point on the Hicksian demand curve. This
is in contrast to the situation with an ordinary demand curve. In this case
the consumer is worse off facing higher prices than lower prices since his
income is constant.

The compensated demand curve turns out to be very useful in advanced
courses, especially in treatments of benefit-cost analysis. In this sort of
analysis it is natural to ask what size payments are necessary to compen-
sate consumers for some policy change. The magnitude of such payments
gives a useful estimate of the cost of the policy change. However, actual
calculation of compensated demand curves requires more mathematical ma-
chinery than we have developed in this text.

Summary

1. When the price of a good decreases, there will be two effects on consump-
tion. The change in relative prices makes the consumer want to consume
more of the cheaper good. The increase in purchasing power due to the
lower price may increase or decrease consumption, depending on whether
the good is a normal good or an inferior good.

2. The change in demand due to the change in relative prices is called the
substitution effect; the change due to the change in purchasing power is
called the income effect.

3. The substitution effect is how demand changes when prices change and
purchasing power is held constant, in the sense that the original bundle
remains affordable. To hold real purchasing power constant, money income
will have to change. The necessary change in money income is given by
Am = x1Ap;.

4. The Slutsky equation says that the total change in demand is the sum
of the substitution effect and the income effect.

5. The Law of Demand says that normal goods must have downward-
sloping demand curves.
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REVIEW QUESTIONS

1. Suppose a consumer has preferences between two goods that are perfect
substitutes. Can you change prices in such a way that the entire demand
response is due to the income effect?

2. Suppose that preferences are concave. Is it still the case that the substi-
tution effect is negative?

3. In the case of the gasoline tax, what would happen if the rebate to the
consumers were based on their original consumption of gasoline, x, rather
than on their final consumption of gasoline, x’?

4. In the case described in the preceding question, would the government
be paying out more or less than it received in tax revenues?

5. In this case would the consumers be better off or worse off if the tax
with rebate based on original consumption were in effect?

APPENDIX

Let us derive the Slutsky equation using calculus. Consider the Slutsky defini-
tion of the substitution effect, in which the income is adjusted so as to give the
consumer just enough to buy the original consumption bundle, which we will now
denote by (Z1,Z2). If the prices are (p1,p2), then the consumer’s actual choice
with this adjustment will depend on (p1,p2) and (Z1,T2). Let’s call this relation-
ship the Slutsky demand function for good 1, and write it as x5 (p1, p2, Z1, ZT2)-

Suppose the original demanded bundle is (Z1, Z2) at prices (p;, Py) and income
m. The Slutsky demand function tells us what the consumer would demand
facing some different prices (p1,p2) and having income p1Z1 + p2T2. Thus the
Slutsky demand function at (p1, p2, T1, T2) is the ordinary demand at (p1,p2) and
income p1ZT1 + p2T2. That is,

z1(p1,p2, T1,T2) = x1(p1, P2, P1T1 + p2T2).

This equation says that the Slutsky demand at prices (pi1,p2) is that amount
which the consumer would demand if he had enough income to purchase his
original bundle of goods (Z1, Z2). This is just the definition of the Slutsky demand
function.

Differentiating this identity with respect to p1, we have

8xi(p17p2751752) axl(phprm) 8%1(1)1,])2,%)7
= + 1.
Op1 Op1 om

Rearranging we have

(9:171(p1,p2,m) _ ami(p17p27§17§2) _ 8351(p1,p2,m)i
Op1 op1 om L
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Note the use of the chain rule in this calculation.

This is a derivative form of the Slutsky equation. It says that the total effect
of a price change is composed of a substitution effect (where income is adjusted
to keep the bundle (Z1,7Z2) feasible) and an income effect. We know from the
text that the substitution effect is negative and that the sign of the income effect
depends on whether the good in question is inferior or not. As you can see, this
is just the form of the Slutsky equation considered in the text, except that we
have replaced the A’s with derivative signs.

What about the Hicks substitution effect? It is also possible to define a Slutsky
equation for it. We let x? (p1,p2,w) be the Hicksian demand function, which
measures how much the consumer demands of good 1 at prices (p1,p2) if income
is adjusted to keep the level of utility constant at the original level w. It turns
out that in this case the Slutsky equation takes the form

8%1(}?1,]]2,771) _ am?(php?,E) 3I1(p1,p2,m),
= — X1.
Op1 Op1 om

The proof of this equation hinges on the fact that

dat (p1,p2, @) da(p1,p2, T1, T2)
op1 op1

for infinitesimal changes in price. That is, for derivative size changes in price, the
Slutsky substitution and the Hicks substitution effect are the same. The proof
of this is not terribly difficult, but it involves some concepts that are beyond
the scope of this book. A relatively simple proof is given in Hal R. Varian,
Microeconomic Analysis, 3rd ed. (New York: Norton, 1992).

EXAMPLE: Rebating a Small Tax

We can use the calculus version of the Slutsky equation to see how consumption
choices would react to a small change in a tax when the tax revenues are rebated
to the consumers.

Assume, as before, that the tax causes the price to rise by the full amount of
the tax. Let x be the amount of gasoline, p its original price, and ¢ the amount
of the tax. Then the change in consumption will be given by

dx = athr 8mt:r.

The first term measures how demand responds to the price change times the
amount of the price change—which gives us the price effect of the tax. The
second terms tells us how demand responds to a change in income times the
amount that income has changed—income has gone up by the amount of the tax
revenues rebated to the consumer.

Now use Slutsky’s equation to expand the first term on the right-hand side to
get the substitution and income effects of the price change itself:
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The income effect cancels out, and all that is left is the pure substitution effect.
Imposing a small tax and rebating the revenues of the tax is just like impos-
ing a price change and adjusting income so that the old consumption bundle is
feasible—as long as the tax is small enough so that the derivative approximation
is valid.



CHAPTER 9

BUYING AND
SELLING

In the simple model of the consumer that we considered in the preceding
chapters, the income of the consumer was given. In reality people earn their
income by selling things that they own: items that they have produced,
assets that they have accumulated, or, most commonly, their own labor.
In this chapter we will examine how the earlier model must be modified so
as to describe this kind of behavior.

9.1 Net and Gross Demands

As before, we will limit ourselves to the two-good model. We now sup-
pose that the consumer starts off with an endowment of the two goods,
which we will denote by (w1,ws).! This is how much of the two goods the
consumer has before he enters the market. Think of a farmer who goes
to market with w; units of carrots and w, units of potatoes. The farmer
inspects the prices available at the market and decides how much he wants
to buy and sell of the two goods.

1 The Greek letter w, omega, is pronounced “o-may—gah.”
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Let us make a distinction here between the consumer’s gross demands
and his net demands. The gross demand for a good is the amount of the
good that the consumer actually ends up consuming: how much of each of
the goods he or she takes home from the market. The net demand for a
good is the difference between what the consumer ends up with (the gross
demand) and the initial endowment of goods. The net demand for a good
is simply the amount that is bought or sold of the good.

If we let (z1,22) be the gross demands, then (1 — wy,x9 — we) are the
net demands. Note that while the gross demands are typically positive
numbers, the net demands may be positive or negative. If the net demand
for good 1 is negative, it means that the consumer wants to consume less
of good 1 than she has; that is, she wants to supply good 1 to the market.
A negative net demand is simply an amount supplied.

For purposes of economic analysis, the gross demands are the more im-
portant, since that is what the consumer is ultimately concerned with. But
the net demands are what are actually exhibited in the market and thus
are closer to what the layman means by demand or supply.

9.2 The Budget Constraint

The first thing we should do is to consider the form of the budget constraint.
What constrains the consumer’s final consumption? It must be that the
value of the bundle of goods that she goes home with must be equal to the
value of the bundle of goods that she came with. Or, algebraically:

P1T1 + P2y = P1wi + Pawa.

We could just as well express this budget line in terms of net demands as
p1(z1 —wi) + pa(22 — wa) = 0.

If (1 — wy) is positive we say that the consumer is a net buyer or net
demander of good 1; if it is negative we say that she is a net seller or
net supplier. Then the above equation says that the value of what the
consumer buys must equal the value of what she sells, which seems sensible
enough.

We could also express the budget line when the endowment is present
in a form similar to the way we described it before. Now it takes two
equations:

P1%1 + P22 =m

m = pi1w1 + paws.

Once the prices are fixed, the value of the endowment, and hence the
consumer’s money income, is fixed.
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What does the budget line look like graphically? When we fix the prices,
money income is fixed, and we have a budget equation just like we had
before. Thus the slope must be given by —p1 /pa, just as before, so the only
problem is to determine the location of the line.

The location of the line can be determined by the following simple obser-
vation: the endowment bundle is always on the budget line. That is, one
value of (21, x2) that satisfies the budget line is 1 = w; and o = wy. The
endowment is always just affordable, since the amount you have to spend
is precisely the value of the endowment.

Putting these facts together shows that the budget line has a slope of
—p1/p2 and passes through the endowment point. This is depicted in Fig-
ure 9.1.

9]

Indifference curves

Budget line
slope = —p,/p,

X1

The budget line. The budget line passes through the endow-
ment and has a slope of —p; /ps.

Given this budget constraint, the consumer can choose the optimal con-
sumption bundle just as before. In Figure 9.1 we have shown an example
of an optimal consumption bundle (z7,x3). Just as before, it will satisfy
the optimality condition that the marginal rate of substitution is equal to
the price ratio.
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In this particular case, 7 > w; and x5 < ws, so the consumer is a net
buyer of good 1 and a net seller of good 2. The net demands are simply the
net amounts that the consumer buys or sells of the two goods. In general
the consumer may decide to be either a buyer or a seller depending on the
relative prices of the two goods.

9.3 Changing the Endowment

In our previous analysis of choice we examined how the optimal consump-
tion changed as the money income changed while the prices remained fixed.
We can do a similar analysis here by asking how the optimal consumption
changes as the endowment changes while the prices remain fixed.

For example, suppose that the endowment changes from (wy,ws) to some
other value (w],w}) such that

P1w1 + Pows > Prw] + paws.

This inequality means that the new endowment (w],w5) is worth less than
the old endowment—the money income that the consumer could achieve
by selling her endowment is less.

This is depicted graphically in Figure 9.2A: the budget line shifts in-
ward. Since this is exactly the same as a reduction in money income, we
can conclude the same two things that we concluded in our examination of
that case. First, the consumer is definitely worse off with the endowment
(w],wh) than she was with the old endowment, since her consumption pos-
sibilities have been reduced. Second, her demand for each good will change
according to whether that good is a normal good or an inferior good.

For example, if good 1 is a normal good and the consumer’s endowment
changes in a way that reduces its value, we can conclude that the consumer’s
demand for good 1 will decrease.

The case where the value of the endowment increases is depicted in Fig-
ure 9.2B. Following the above argument we conclude that if the budget
line shifts outward in a parallel way, the consumer must be made better
off. Algebraically, if the endowment changes from (wy,ws) to (w],w}) and
prw1 + paws < prw) + paw), then the consumer’s new budget set must con-
tain her old budget set. This in turn implies that the optimal choice of the
consumer with the new budget set must be preferred to the optimal choice
given the old endowment.

It is worthwhile pondering this point a moment. In Chapter 7 we argued
that just because a consumption bundle had a higher cost than another
didn’t mean that it would be preferred to the other bundle. But that
only holds for a bundle that must be consumed. If a consumer can sell a
bundle of goods on a free market at constant prices, then she will always
prefer a higher-valued bundle to a lower-valued bundle, simply because a
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(07, ®3)

X1 X1

A A decrease in the value B An increase in the value
of the endowment of the endowment

Changes in the value of the endowment. In case A the
value of the endowment decreases, and in case B it increases.

higher-valued bundle gives her more income, and thus more consumption
possibilities. Therefore, an endowment that has a higher value will always
be preferred to an endowment with a lower value. This simple observation
will turn out to have some important implications later on.

There’s one more case to consider: what happens if pyw; +pows = p1w] +
powh? Then the budget set doesn’t change at all: the consumer is just
as well-off with (wy,ws) as with (w],w)), and her optimal choice should
be exactly the same. The endowment has just shifted along the original
budget line.

9.4 Price Changes

Earlier, when we examined how demand changed when price changed, we
conducted our investigation under the hypothesis that money income re-
mained constant. Now, when money income is determined by the value
of the endowment, such a hypothesis is unreasonable: if the value of a
good you are selling changes, your money income will certainly change.
Thus in the case where the consumer has an endowment, changing prices
automatically implies changing income.

Let us first think about this geometrically. If the price of good 1 de-
creases, we know that the budget line becomes flatter. Since the endow-
ment bundle is always affordable, this means that the budget line must
pivot around the endowment, as depicted in Figure 9.3.
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Decreasing the price of good 1. Lowering the price of good
1 makes the budget line pivot around the endowment. If the
consumer remains a supplier she must be worse off.

In this case, the consumer is initially a seller of good 1 and remains a
seller of good 1 even after the price has declined. What can we say about
this consumer’s welfare? In the case depicted, the consumer is on a lower
indifference curve after the price change than before, but will this be true
in general? The answer comes from applying the principle of revealed
preference.

If the consumer remains a supplier, then her new consumption bundle
must be on the colored part of the new budget line. But this part of the new
budget line is inside the original budget set: all of these choices were open to
the consumer before the price changed. Therefore, by revealed preference,
all of these choices are worse than the original consumption bundle. We can
therefore conclude that if the price of a good that a consumer is selling goes
down, and the consumer decides to remain a seller, then the consumer’s
welfare must have declined.

What if the price of a good that the consumer is selling decreases and
the consumer decides to switch to being a buyer of that good? In this case,
the consumer may be better off or she may be worse off—there is no way
to tell.

Let us now turn to the situation where the consumer is a net buyer of a
good. In this case everything neatly turns around: if the consumer is a net

Figure
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buyer of a good, its price increases, and the consumer optimally decides
to remain a buyer, then she must definitely be worse off. But if the price
increase leads her to become a seller, it could go either way—she may be
better off, or she may be worse off. These observations follow from a simple
application of revealed preference just like the cases described above, but it
is good practice for you to draw a graph just to make sure you understand
how this works.

Revealed preference also allows us to make some interesting points about
the decision of whether to remain a buyer or to become a seller when prices
change. Suppose, as in Figure 9.4, that the consumer is a net buyer of good
1, and consider what happens if the price of good 1 decreases. Then the
budget line becomes flatter as in Figure 9.4.

29)

Original
budget

Endowment

oy f—————-=

Must consume here

, x{ X

Decreasing the price of good 1. If a person is a buyer and
the price of what she is buying decreases, she remains a buyer.

As usual we don’t know for certain whether the consumer will buy more
or less of good 1—it depends on her tastes. However, we can say something
for sure: the consumer will continue to be a net buyer of good 1—she will
not switch to being a seller.

How do we know this? Well, consider what would happen if the consumer
did switch. Then she would be consuming somewhere on the colored part
of the new budget line in Figure 9.4. But those consumption bundles were
feasible for her when she faced the original budget line, and she rejected
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them in favor of (z7,x3). So (z},23) must be better than any of those
points. And under the new budget line, (x7,x3) is a feasible consumption
bundle. So whatever she consumes under the new budget line, it must be
better than (z7,z3)—and thus better than any points on the colored part
of the new budget line. This implies that her consumption of x; must
be to the right of her endowment point—that is, she must remain a net
demander of good 1.

Again, this kind of observation applies equally well to a person who is
a net seller of a good: if the price of what she is selling goes up, she will
not switch to being a net buyer. We can’t tell for sure if the consumer will
consume more or less of the good she is selling—but we know that she will
keep selling it if the price goes up.

9.5 Offer Curves and Demand Curves

Recall from Chapter 6 that price offer curves depict those combinations of
both goods that may be demanded by a consumer and that demand curves
depict the relationship between the price and the quantity demanded of
some good. Exactly the same constructions work when the consumer has
an endowment of both goods.

Consider, for example, Figure 9.5, which illustrates the price offer curve
and the demand curve for a consumer. The offer curve will always pass
through the endowment, because at some price the endowment will be
a demanded bundle; that is, at some prices the consumer will optimally
choose not to trade.

As we've seen, the consumer may decide to be a buyer of good 1 for
some prices and a seller of good 1 for other prices. Thus the offer curve
will generally pass to the left and to the right of the endowment point.

The demand curve illustrated in Figure 9.5B is the gross demand curve—
it measures the total amount the consumer chooses to consume of good 1.
We have illustrated the net demand curve in Figure 9.6.

Note that the net demand for good 1 will typically be negative for some
prices. This will be when the price of good 1 becomes so high that the
consumer chooses to become a seller of good 1. At some price the consumer
switches between being a net demander to being a net supplier of good 1.

It is conventional to plot the supply curve in the positive orthant, al-
though it actually makes more sense to think of supply as just a negative
demand. We’ll bow to tradition here and plot the net supply curve in the
normal way—as a positive amount, as in Figure 9.6.

Algebraically the net demand for good 1, dy(pi1,p2), is the difference
between the gross demand x1(p1, p2) and the endowment of good 1, when
this difference is positive; that is, when the consumer wants more of the
good than he or she has:

dy(p1,ps) = {xl(pl,pg) —wy if this i.s positive;
0 otherwise.
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The offer curve and the demand curve. These are two
ways of depicting the relationship between the demanded bundle
and the prices when an endowment is present.

The net supply curve is the difference between how much the consumer
has of good 1 and how much he or she wants when this difference is positive:

w1 — x1(p1,p2) if this is positive;

s , = i
1(p1,p2) { 0 otherwise.

Everything that we’ve established about the properties of demand behav-
ior applies directly to the supply behavior of a consumer—because supply
is just negative demand. If the gross demand curve is always downward
sloping, then the net demand curve will be downward sloping and the sup-
ply curve will be upward sloping. Think about it: if an increase in the
price makes the net demand more negative, then the net supply will be
more positive.

9.6 The Slutsky Equation Revisited

The above applications of revealed preference are handy, but they don’t
really answer the main question: how does the demand for a good react to
a change in its price? We saw in Chapter 8 that if money income was held
constant, and the good was a normal good, then a reduction in its price
must lead to an increase in demand.

The catch is the phrase “money income was held constant.” The case we
are examining here necessarily involves a change in money income, since
the value of the endowment will necessarily change when a price changes.
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behavior.

In Chapter 8 we described the Slutsky equation that decomposed the
change in demand due to a price change into a substitution effect and an
income effect. The income effect was due to the change in purchasing power
when prices change. But now, purchasing power has two reasons to change
when a price changes. The first is the one involved in the definition of the
Slutsky equation: when a price falls, for example, you can buy just as much
of a good as you were consuming before and have some extra money left
over. Let us refer to this as the ordinary income effect. But the second
effect is new. When the price of a good changes, it changes the value of
your endowment and thus changes your money income. For example, if
you are a net supplier of a good, then a fall in its price will reduce your
money income directly since you won’t be able to sell your endowment for
as much money as you could before. We will have the same effects that
we had before, plus an extra income effect from the influence of the prices
on the value of the endowment bundle. We’ll call this the endowment
income effect.

In the earlier form of the Slutsky equation, the amount of money income
you had was fixed. Now we have to worry about how your money income
changes as the value of your endowment changes. Thus, when we calculate
the effect of a change in price on demand, the Slutsky equation will take
the form:

total change in demand = change due to substitution effect + change in de-
mand due to ordinary income effect 4+ change in demand due to endowment
income effect.
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The first two effects are familiar. As before, let us use Az to stand for
the total change in demand, Az; to stand for the change in demand due
to the substitution effect, and AzY" to stand for the change in demand due
to the ordinary income effect. Then we can substitute these terms into the
above “verbal equation” to get the Slutsky equation in terms of rates of
change:

Az Axf Az

Ap. ~ Aps T Anlz + endowment income effect. (9.1)

What will the last term look like? We’ll derive an explicit expression
below, but let us first think about what is involved. When the price of the
endowment changes, money income will change, and this change in money
income will induce a change in demand. Thus the endowment income effect
will consist of two terms:

endowment income effect = change in demand when income changes
x the change in income when price changes. (9.2)

Let’s look at the second effect first. Since income is defined to be
m = piwy + Pawa,

we have
Am
- = Ww1i.
Apy
This tells us how money income changes when the price of good 1 changes:
if you have 10 units of good 1 to sell, and its price goes up by $1, your
money income will go up by $10.

The first term in equation (9.2) is just how demand changes when income
changes. We already have an expression for this: it is Aa*/Am: the change
in demand divided by the change in income. Thus the endowment income
effect is given by

Az Am Az

endowment income effect = Am Apr - Am w1. (9.3)

Inserting equation (9.3) into equation (9.1) we get the final form of the
Slutsky equation:

Axy  Azxf
Apy Apy

Az
Am

+ (w1 — 1)

This equation can be used to answer the question posed above. We know
that the sign of the substitution effect is always negative—opposite the
direction of the change in price. Let us suppose that the good is a normal
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good, so that Az}*/Am > 0. Then the sign of the combined income effect
depends on whether the person is a net demander or a net supplier of
the good in question. If the person is a net demander of a normal good,
and its price increases, then the consumer will necessarily buy less of it.
If the consumer is a net supplier of a normal good, then the sign of the
total effect is ambiguous: it depends on the magnitude of the (positive)
combined income effect as compared to the magnitude of the (negative)
substitution effect.

As before, each of these changes can be depicted graphically, although
the graph gets rather messy. Refer to Figure 9.7, which depicts the Slutsky
decomposition of a price change. The total change in the demand for good 1
is indicated by the movement from A to C. This is the sum of three separate
movements: the substitution effect, which is the movement from A to B,
and two income effects. The ordinary income effect, which is the movement
from B to D, is the change in demand holding money income fized—that
is, the same income effect that we examined in Chapter 8. But since the
value of the endowment changes when prices change, there is now an extra
income effect: because of the change in the value of the endowment, money
income changes. This change in money income shifts the budget line back
inward so that it passes through the endowment bundle. The change in
demand from D to C measures this endowment income effect.

X2

Endowment

Final choice
Original
choice

Indifference
curves

|
|
|
|
|
|
==
A B CD %
The Slutsky equation revisited. Breaking up the effect
of the price change into the substitution effect (A to B), the

ordinary income effect (B to D), and the endowment income
effect (D to C).

Figure
9.7
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9.7 Use of the Slutsky Equation

Suppose that we have a consumer who sells apples and oranges that he
grows on a few trees in his backyard, like the consumer we described at the
beginning of Chapter 8. We said there that if the price of apples increased,
then this consumer might actually consume more apples. Using the Slutsky
equation derived in this chapter, it is not hard to see why. If we let x, stand
for the consumer’s demand for apples, and let p, be the price of apples,
then we know that

Az, Az Az
Aps = Bpy T (Wa = %a) Ry
(- +)  (+)

This says that the total change in the demand for apples when the price
of apples changes is the substitution effect plus the income effect. The sub-
stitution effect works in the right direction—increasing the price decreases
the demand for apples. But if apples are a normal good for this consumer,
the income effect works in the wrong direction. Since the consumer is a net
supplier of apples, the increase in the price of apples increases his money
income so much that he wants to consume more apples due to the income
effect. If the latter term is strong enough to outweigh the substitution
effect, we can easily get the “perverse” result.

EXAMPLE: Calculating the Endowment Income Effect

Let’s try a little numerical example. Suppose that a dairy farmer produces
40 quarts of milk a week. Initially the price of milk is $3 a quart. His
demand function for milk, for his own consumption, is

m
=10+ ——.
e + 10p1

Since he is producing 40 quarts at $3 a quart, his income is $120 a week.
His initial demand for milk is therefore 1 = 14. Now suppose that the
price of milk changes to $2 a quart. His money income will then change to
m’ =2 x 40 = $80, and his demand will be 2} = 10 + 80/20 = 14.

If his money income had remained fixed at m = $120, he would have
purchased 27 = 10+120/10 x 2 = 16 quarts of milk at this price. Thus the
endowment income effect—the change in his demand due to the change
in the value of his endowment—is —2. The substitution effect and the
ordinary income effect for this problem were calculated in Chapter 8.
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9.8 Labor Supply

Let us apply the idea of an endowment to analyzing a consumer’s labor
supply decision. The consumer can choose to work a lot and have rela-
tively high consumption, or can choose to work a little and have a small
consumption. The amount of consumption and labor will be determined
by the interaction of the consumer’s preferences and the budget constraint.

The Budget Constraint

Let us suppose that the consumer initially has some money income M that
she receives whether she works or not. This might be income from invest-
ments or from relatives, for example. We call this amount the consumer’s
nonlabor income. (The consumer could have zero nonlabor income, but
we want to allow for the possibility that it is positive.)

Let us use C to indicate the amount of consumption the consumer has,
and use p to denote the price of consumption. Then letting w be the wage
rate, and L the amount of labor supplied, we have the budget constraint:

pC' =M +wL.

This says that the value of what the consumer consumes must be equal to
her nonlabor income plus her labor income.

Let us try to compare the above formulation to the previous examples
of budget constraints. The major difference is that we have something
that the consumer is choosing—labor supply—on the right-hand side of
the equation. We can easily transpose it to the left-hand side to get

pC' —wlL = M.

This is better, but we have a minus sign where we normally have a
plus sign. How can we remedy this? Let us suppose that there is some
maximum amount of labor supply possible—24 hours a day, 7 days a week,
or whatever is compatible with the units of measurement we are using. Let
L denote this amount of labor time. Then adding wL to each side and
rearranging we have

pC +w(L — L) = M + wL.

Let us define C' = M /p, the amount of consumption that the consumer

would have if she didn’t work at all. That is, C' is her endowment of
consumption, so we write

pC +w(L — L) = pC + wL.
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Now we have an equation very much like those we’'ve seen before. We
have two choice variables on the left-hand side and two endowment variables
on the right-hand side. The variable L— L can be interpreted as the amount
of “leisure”—that is, time that isn’t labor time. Let us use the variable
R (for relaxation!) to denote leisure, so that R = L — L. Then the total
amount of time you have available for leisure is R = L and the budget
constraint becomes

pC +wR = pC + wR.

The above equation is formally identical to the very first budget con-
straint that we wrote in this chapter. However, it has a much more inter-
esting interpretation. It says that the value of a consumer’s consumption
plus her leisure has to equal the value of her endowment of consumption
and her endowment of time, where her endowment of time is valued at her
wage rate. The wage rate is not only the price of labor, it is also the price
of leisure.

After all, if your wage rate is $10 an hour and you decide to consume
an extra hour’s leisure, how much does it cost you? The answer is that
it costs you $10 in forgone income—that’s the price of that extra hour’s
consumption of leisure. Economists sometimes say that the wage rate is
the opportunity cost of leisure.

The right-hand side of this budget constraint is sometimes called the
consumer’s full income or implicit income. It measures the value of
what the consumer owns—her endowment of consumption goods, if any,
and her endowment of her own time. This is to be distinguished from the
consumer’s measured income, which is simply the income she receives
from selling off some of her time.

The nice thing about this budget constraint is that it is just like the ones
we’ve seen before. It passes through the endowment point (L, C) and has a
slope of —w/p. The endowment would be what the consumer would get if
she did not engage in market trade at all, and the slope of the budget line
tells us the rate at which the market will exchange one good for another.

The optimal choice occurs where the marginal rate of substitution—the
tradeoff between consumption and leisure—equals w/p, the real wage, as
depicted in Figure 9.8. The value of the extra consumption to the consumer
from working a little more has to be just equal to the value of the lost leisure
that it takes to generate that consumption. The real wage is the amount
of consumption that the consumer can purchase if she gives up an hour of
leisure.

9.9 Comparative Statics of Labor Supply

First let us consider how a consumer’s labor supply changes as money
income changes with the price and wage held fixed. If you won the state
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lottery and got a big increase in nonlabor income, what would happen to
your supply of labor? What would happen to your demand for leisure?

For most people, the supply of labor would drop when their money in-
come increased. In other words, leisure is probably a normal good for most
people: when their money income rises, people choose to consume more
leisure. There seems to be a fair amount of evidence for this observation,
so we will adopt it as a maintained hypothesis: we will assume that leisure
is a normal good.

What does this imply about the response of the consumer’s labor supply
to changes in the wage rate? When the wage rate increases there are two
effects: the return to working more increase and the cost of consuming
leisure increases. By using the ideas of income and substitution effects and
the Slutsky equation we can isolate these individual effects and analyze
them.

When the wage rate increases, leisure becomes more expensive, which by
itself leads people to want less of it (the substitution effect). Since leisure
is a normal good, we would then predict that an increase in the wage rate
would necessarily lead to a decrease in the demand for leisure—that is, an
increase in the supply of labor. This follows from the Slutsky equation
given in Chapter 8. A normal good must have a negatively sloped demand
curve. If leisure is a normal good, then the supply curve of labor must be
positively sloped.

Figure
9.8
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But there is a problem with this analysis. First, at an intuitive level, it
does not seem reasonable that increasing the wage would always result in
an increased supply of labor. If my wage becomes very high, I might well
“spend” the extra income in consuming leisure. How can we reconcile this
apparently plausible behavior with the economic theory given above?

If the theory gives the wrong answer, it is probably because we’ve mis-
applied the theory. And indeed in this case we have. The Slutsky example
described earlier gave the change in demand holding money income con-
stant. But if the wage rate changes, then money income must change as
well. The change in demand resulting from a change in money income is
an extra income effect—the endowment income effect. It occurs on top of
the ordinary income effect.

If we apply the appropriate version of the Slutsky equation given earlier
in this chapter, we get the following expression:

%rg = substitution effect + (R — R) i‘%

(=) +) ()

In this expression the substitution effect is definitely negative, as it al-
ways is, and AR/Am is positive since we are assuming that leisure is a
normal good. But (R — R) is positive as well, so the sign of the whole
expression is ambiguous. Unlike the usual case of consumer demand, the
demand for leisure will have an ambiguous sign, even if leisure is a normal
good. As the wage rate increases, people may work more or less.

Why does this ambiguity arise? When the wage rate increases, the substi-
tution effect says work more in order to substitute consumption for leisure.
But when the wage rate increases, the value of the endowment goes up as
well. This is just like extra income, which may very well be consumed in
taking extra leisure. Which is the larger effect is an empirical matter and
cannot be decided by theory alone. We have to look at people’s actual
labor supply decisions to determine which effect dominates.

The case where an increase in the wage rate results in a decrease in the
supply of labor is represented by a backward-bending labor supply
curve. The Slutsky equation tells us that this effect is more likely to occur
the larger is (R — R), that is, the larger is the supply of labor. When
R = R, the consumer is consuming only leisure, so an increase in the wage
will result in a pure substitution effect and thus an increase in the supply
of labor. But as the labor supply increases, each increase in the wage gives
the consumer additional income for all the hours he is working, so that
after some point he may well decide to use this extra income to “purchase”
additional leisure—that is, to reduce his supply of labor.

A backward-bending labor supply curve is depicted in Figure 9.9. When
the wage rate is small, the substitution effect is larger than the income
effect, and an increase in the wage will decrease the demand for leisure and
hence increase the supply of labor. But for larger wage rates the income

(9.4)
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effect may outweigh the substitution effect, and an increase in the wage
will reduce the supply of labor.
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creases, the supply of labor increases from L; to Ls. But a

further increase in the wage rate reduces the supply of labor
back to L;.

EXAMPLE: Overtime and the Supply of Labor

Consider a worker who has chosen to supply a certain amount of labor
L* = R — R* when faced with the wage rate w as depicted in Figure 9.10.
Now suppose that the firm offers him a higher wage, w’ > w, for extra time
that he chooses to work. Such a payment is known as an overtime wage.

In terms of Figure 9.10, this means that the slope of the budget line will
be steeper for labor supplied in excess of L*. But then we know that the
worker will optimally choose to supply more labor, by the usual sort of
revealed preference argument: the choices involving working less than L*
were available before the overtime was offered and were rejected.

Note that we get an unambiguous increase in labor supply with an over-
time wage, whereas just offering a higher wage for all hours worked has an
ambiguous effect—as discussed above, labor supply may increase or it may
decrease. The reason is that the response to an overtime wage is essentially
a pure substitution effect—the change in the optimal choice resulting from

Figure
9.9
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9.10 in the overtime wage definitely increases the supply of labor,
while an increase in the straight wage could decrease the supply
of labor.

pivoting the budget line around the chosen point. Overtime gives a higher
payment for the extra hours worked, whereas a straight increase in the wage
gives a higher payment for all hours worked. Thus a straight-wage increase
involves both a substitution and an income effect while an overtime-wage
increase results in a pure substitution effect. An example of this is shown in
Figure 9.10. There an increase in the straight wage results in a decrease in
labor supply, while an increase in the overtime wage results in an increase
in labor supply.

Summary

1. Consumers earn income by selling their endowment of goods.

2. The gross demand for a good is the amount that the consumer ends up
consuming. The net demand for a good is the amount the consumer buys.
Thus the net demand is the difference between the gross demand and the
endowment.
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3. The budget constraint has a slope of —p;/py and passes through the
endowment bundle.

4. When a price changes, the value of what the consumer has to sell will
change and thereby generate an additional income effect in the Slutsky
equation.

5. Labor supply is an interesting example of the interaction of income and
substitution effects. Due to the interaction of these two effects, the response
of labor supply to a change in the wage rate is ambiguous.

REVIEW QUESTIONS

1. If a consumer’s net demands are (5, —3) and her endowment is (4,4),
what are her gross demands?

2. The prices are (p1,p2) = (2,3), and the consumer is currently consuming
(z1,22) = (4,4). There is a perfect market for the two goods in which they
can be bought and sold costlessly. Will the consumer necessarily prefer
consuming the bundle (y1,y2) = (3,5)? Will she necessarily prefer having
the bundle (y1,y2)?

3. The prices are (p1,p2) = (2, 3), and the consumer is currently consuming
(x1,22) = (4,4). Now the prices change to (q1,¢2) = (2,4). Could the
consumer be better off under these new prices?

4. The U.S. currently imports about half of the petroleum that it uses. The
rest of its needs are met by domestic production. Could the price of oil rise
so much that the U.S. would be made better off?

5. Suppose that by some miracle the number of hours in the day increased
from 24 to 30 hours (with luck this would happen shortly before exam
week). How would this affect the budget constraint?

6. If leisure is an inferior good, what can you say about the slope of the
labor supply curve?

APPENDIX

The derivation of the Slutsky equation in the text contained one bit of hand
waving. When we considered how changing the monetary value of the endowment
affects demand, we said that it was equal to Az]"/Am. In our old version of the
Slutsky equation this was the rate of change in demand when income changed
so as to keep the original consumption bundle affordable. But that will not
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necessarily be equal to the rate of change of demand when the value of the
endowment changes. Let’s examine this point in a little more detail.

Let the price of good 1 change from p; to pi, and use m” to denote the new
money income at the price p} due to the change in the value of the endowment.
Suppose that the price of good 2 remains fixed so we can omit it as an argument
of the demand function.

By definition of m”, we know that

"
m —m = Ap1(,d1.

Note that it is identically true that

:E1(p/1, m”) — 291(;0177”) _
Apl

/ !
+ 1P, ) = @ (pr,m) (substitution effect)

Ap1
/ / /
_ mpm) = o (pym) (ordinary income effect)
Apl
/ 1 /
+ 4 (pi,m”) = @1 (ph, m) (endowment income effect).
Ap1

(Just cancel out identical terms with opposite signs on the right-hand side.)

By definition of the ordinary income effect,
m' —m
App = ——

1

and by definition of the endowment income effect,

”

m o —m

Apl = -
w1

Making these replacements gives us a Slutsky equation of the form

w1(p/17m”) — 291(;017771) _
Apl

/ li
2 (p1, ) — 21 (p1,m) (substitution effect)

Apl
/ !/ /
_ mlpym 2 z1(p1,m) z1 (ordinary income effect)
m' —m
1 (p/h m”) — (p/h m)
+ - w1 (endowment income effect).
m’ —m

Writing this in terms of As, we have

Azy  Axi A:CS"I n Az
Ap1 N Ap1 Am Am

wi.
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The only new term here is the last one. It tells how the demand for good 1
changes as income changes, times the endowment of good 1. This is precisely the
endowment income effect.

Suppose that we are considering a very small price change, and thus a small
associated income change. Then the fractions in the two income effects will be
virtually the same, since the rate of change of good 1 when income changes from
m to m’ should be about the same as when income changes from m to m’’. For
such small changes we can collect terms and write the last two terms—the income
effects—as

Az
Am

which yields a Slutsky equation of the same form as that derived earlier:

(wl - 1‘1)7

Azy  Azj b —a )Ax{”
Ap1 — Apy ! N

If we want to express the Slutsky equation in calculus terms, we can just take
limits in this expression. Or, if you prefer, we can calculate the correct equation
directly, just by taking partial derivatives. Let x1(p1,m(p1)) be the demand
function for good 1 where we hold price 2 fixed and recognize that money income
depends on the price of good 1 via the relationship m(p1) = piwi + pawa. Then
we can write

dx1(pr,m(py) _ Oa(pr,m) | 9r1(py,m) dm(ps)

9.5
dp1 op1 om dp1 (9-5)

By the definition of m(p1) we know how income changes when price changes:

om(p1)
8p1

= w1, (9.6)

and by the Slutsky equation we know how demand changes when price changes,
holding money income fixed:

Ox1(p1,m) _ Ozi(pr)  Ox(pr,m)
op1 Op1 om !

(9.7)

Inserting equations (9.6) and (9.7) into equation (9.5) we have

dz1(pr,m(p1)) _ Oxi(p1) n dz(p1,m)
dp1 T Op om

(UJ1 - 1'1),

which is the form of the Slutsky equation that we want.



CHAPTER 1 O

INTERTEMPORAL
CHOICE

In this chapter we continue our examination of consumer behavior by con-
sidering the choices involved in saving and consuming over time. Choices
of consumption over time are known as intertemporal choices.

10.1 The Budget Constraint

Let us imagine a consumer who chooses how much of some good to consume
in each of two time periods. We will usually want to think of this good
as being a composite good, as described in Chapter 2, but you can think
of it as being a specific commodity if you wish. We denote the amount
of consumption in each period by (c1,¢2) and suppose that the prices of
consumption in each period are constant at 1. The amount of money the
consumer will have in each period is denoted by (mq,ms).

Suppose initially that the only way the consumer has of transferring
money from period 1 to period 2 is by saving it without earning interest.
Furthermore let us assume for the moment that he has no possibility of
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borrowing money, so that the most he can spend in period 1 is m;. His
budget constraint will then look like the one depicted in Figure 10.1.

We see that there will be two possible kinds of choices. The consumer
could choose to consume at (mq,msg), which means that he just consumes
his income each period, or he can choose to consume less than his income
during the first period. In this latter case, the consumer is saving some of
his first-period consumption for a later date.

Now, let us allow the consumer to borrow and lend money at some
interest rate r. Keeping the prices of consumption in each period at 1 for
convenience, let us derive the budget constraint. Suppose first that the
consumer decides to be a saver so his first period consumption, cq, is less
than his first-period income, my. In this case he will earn interest on the
amount he saves, m; — ¢y, at the interest rate r. The amount that he can
consume next period is given by

co =mg+ (my —c1) +r(mi — 1)
= msq + (1 + T)(ml - Cl). (101)

This says that the amount that the consumer can consume in period 2 is
his income plus the amount he saved from period 1, plus the interest that
he earned on his savings.

Now suppose that the consumer is a borrower so that his first-period
consumption is greater than his first-period income. The consumer is a

Figure
10.1
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borrower if ¢; > mq, and the interest he has to pay in the second period
will be r(¢; —mq). Of course, he also has to pay back the amount that he
borrowed, ¢; — mi. This means his budget constraint is given by

ca =ma —r(cy —my) — (c1 —myq)
=mo+ (1+7)(m1 —c1),

which is just what we had before. If m; — ¢y is positive, then the consumer
earns interest on this savings; if mq, — ¢; is negative, then the consumer
pays interest on his borrowings.

If ¢4 = my, then necessarily co = mo, and the consumer is neither a
borrower nor a lender. We might say that this consumption position is the
“Polonius point.”!

We can rearrange the budget constraint for the consumer to get two
alternative forms that are useful:

(1+7)c1 +co=(1+7r)my +me (10.2)
and
C2 2
— = . 10.3
at 147 et 1+r (10:3)

Note that both equations have the form

P1T1 + p2x2 = p1my + pama.

In equation (10.2), p; = 1 +r and py = 1. In equation (10.3), p; = 1 and
po=1/(1+r).

We say that equation (10.2) expresses the budget constraint in terms of
future value and that equation (10.3) expresses the budget constraint in
terms of present value. The reason for this terminology is that the first
budget constraint makes the price of future consumption equal to 1, while
the second budget constraint makes the price of present consumption equal
to 1. The first budget constraint measures the period-1 price relative to
the period-2 price, while the second equation does the reverse.

The geometric interpretation of present value and future value is given in
Figure 10.2. The present value of an endowment of money in two periods is
the amount of money in period 1 that would generate the same budget set
as the endowment. This is just the horizontal intercept of the budget line,
which gives the maximum amount of first-period consumption possible.

L “Neither a borrower, nor a lender be; For loan oft loses both itself and friend, And
borrowing dulls the edge of husbandry.” Hamlet, Act I, scene #ii; Polonius giving
advice to his son.
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Present and future values. The vertical intercept of the
budget line measures future value, and the horizontal intercept
measures the present value.

Examining the budget constraint, this amount is ¢ = my + ma/(1 + r),
which is the present value of the endowment.

Similarly, the vertical intercept is the maximum amount of second-period
consumption, which occurs when ¢; = 0. Again, from the budget con-
straint, we can solve for this amount ¢ = (14 7)my +ma, the future value
of the endowment.

The present-value form is the more important way to express the in-
tertemporal budget constraint since it measures the future relative to the
present, which is the way we naturally look at it.

It is easy from any of these equations to see the form of this budget
constraint. The budget line passes through (m1, ms), since that is always
an affordable consumption pattern, and the budget line has a slope of
—(L+r).

10.2 Preferences for Consumption

Let us now consider the consumer’s preferences, as represented by his in-
difference curves. The shape of the indifference curves indicates the con-
sumer’s tastes for consumption at different times. If we drew indifference
curves with a constant slope of —1, for example, they would represent tastes
of a consumer who didn’t care whether he consumed today or tomorrow.
His marginal rate of substitution between today and tomorrow is —1.

Figure
10.2
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If we drew indifference curves for perfect complements, this would in-
dicate that the consumer wanted to consume equal amounts today and
tomorrow. Such a consumer would be unwilling to substitute consumption
from one time period to the other, no matter what it might be worth to
him to do so.

As usual, the intermediate case of well-behaved preferences is the more
reasonable situation. The consumer is willing to substitute some amount of
consumption today for consumption tomorrow, and how much he is willing
to substitute depends on the particular pattern of consumption that he
has.

Convexity of preferences is very natural in this context, since it says that
the consumer would rather have an “average” amount of consumption each
period rather than have a lot today and nothing tomorrow or vice versa.

10.3 Comparative Statics

Given a consumer’s budget constraint and his preferences for consumption
in each of the two periods, we can examine the optimal choice of consump-
tion (e1,c2). If the consumer chooses a point where ¢; < my, we will say
that she is a lender, and if ¢; > m;, we say that she is a borrower. In
Figure 10.3A we have depicted a case where the consumer is a borrower,
and in Figure 10.3B we have depicted a lender.

C C
2 Endowment 2
%)
m, - Indifference .
2 | | Indifference
} iy |F ===
\
o = 7} —— [
} 1 Endowment
| [
[
1 L
m, ¢, my G
A Borrower B Lender

Borrower and lender. Panel A depicts a borrower, since
c1 > my, and panel B depicts a lender, since ¢; < m;.

Let us now consider how the consumer would react to a change in the
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interest rate. From equation (10.1) we see that increasing the rate of inter-
est must tilt the budget line to a steeper position: for a given reduction in
c1 you will get more consumption in the second period if the interest rate
is higher. Of course the endowment always remains affordable, so the tilt
is really a pivot around the endowment.

We can also say something about how the choice of being a borrower
or a lender changes as the interest rate changes. There are two cases,
depending on whether the consumer is initially a borrower or initially a
lender. Suppose first that he is a lender. Then it turns out that if the
interest rate increases, the consumer must remain a lender.

This argument is illustrated in Figure 10.4. If the consumer is initially a
lender, then his consumption bundle is to the left of the endowment point.
Now let the interest rate increase. Is it possible that the consumer shifts
to a new consumption point to the right of the endowment?

No, because that would violate the principle of revealed preference:
choices to the right of the endowment point were available to the con-
sumer when he faced the original budget set and were rejected in favor of
the chosen point. Since the original optimal bundle is still available at the
new budget line, the new optimal bundle must be a point outside the old
budget set—which means it must be to the left of the endowment. The
consumer must remain a lender when the interest rate increases.

There is a similar effect for borrowers: if the consumer is initially a
borrower, and the interest rate declines, he or she will remain a borrower.
(You might sketch a diagram similar to Figure 10.4 and see if you can spell
out the argument.)

Thus if a person is a lender and the interest rate increases, he will remain
a lender. If a person is a borrower and the interest rate decreases, he will
remain a borrower. On the other hand, if a person is a lender and the
interest rate decreases, he may well decide to switch to being a borrower;
similarly, an increase in the interest rate may induce a borrower to become
a lender. Revealed preference tells us nothing about these last two cases.

Revealed preference can also be used to make judgments about how the
consumer’s welfare changes as the interest rate changes. If the consumer
is initially a borrower, and the interest rate rises, but he decides to remain
a borrower, then he must be worse off at the new interest rate. This argu-
ment is illustrated in Figure 10.5; if the consumer remains a borrower, he
must be operating at a point that was affordable under the old budget set
but was rejected, which implies that he must be worse off.

10.4 The Slutsky Equation and Intertemporal Choice

The Slutsky equation can be used to decompose the change in demand due
to an interest rate change into income effects and substitution effects, just
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If a person is a lender and the interest rate rises, he or
she will remain a lender. Increasing the interest rate pivots
the budget line around the endowment to a steeper position;
revealed preference implies that the new consumption bundle
must lie to the left of the endowment.

as in Chapter 9. Suppose that the interest rate rises. What will be the
effect on consumption in each period?

This is a case that is easier to analyze by using the future-value budget
constraint, rather than the present-value constraint. In terms of the future-
value budget constraint, raising the interest rate is just like raising the price
of consumption today as compared to consumption tomorrow. Writing out
the Slutsky equation we have

By = By + (m1 —en) ok
@ ) (4

The substitution effect, as always, works opposite the direction of price.
In this case the price of period-1 consumption goes up, so the substitution
effect says the consumer should consume less first period. This is the
meaning of the minus sign under the substitution effect. Let’s assume that
consumption this period is a normal good, so that the very last term—how
consumption changes as income changes—will be positive. So we put a
plus sign under the last term. Now the sign of the whole expression will
depend on the sign of (m; — ¢1). If the person is a borrower, this term
will be negative and the whole expression will therefore unambiguously be
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A borrower is made worse off by an increase in the inter-
est rate. When the interest rate facing a borrower increases
and the consumer chooses to remain a borrower, he or she is
certainly worse off.

negative—for a borrower, an increase in the interest rate must lower today’s
consumption.

Why does this happen? When the interest rate rises, there is always
a substitution effect towards consuming less today. For a borrower, an
increase in the interest rate means that he will have to pay more interest
tomorrow. This effect induces him to borrow less, and thus consume less,
in the first period.

For a lender the effect is ambiguous. The total effect is the sum of a neg-
ative substitution effect and a positive income effect. From the viewpoint
of a lender an increase in the interest rate may give him so much extra
income that he will want to consume even more first period.

The effects of changing interest rates are not terribly mysterious. There
is an income effect and a substitution effect as in any other price change.
But without a tool like the Slutsky equation to separate out the various
effects, the changes may be hard to disentangle. With such a tool, the
sorting out of the effects is quite straightforward.

10.5 Inflation

The above analysis has all been conducted in terms of a general “consump-

Figure
10.5
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tion” good. Giving up Ac units of consumption today buys you (1 +7)Ac
units of consumption tomorrow. Implicit in this analysis is the assumption
that the “price” of consumption doesn’t change—there is no inflation or
deflation.

However, the analysis is not hard to modify to deal with the case of infla-
tion. Let us suppose that the consumption good now has a different price
in each period. It is convenient to choose today’s price of consumption as
1 and to let py be the price of consumption tomorrow. It is also convenient
to think of the endowment as being measured in units of the consumption
goods as well, so that the monetary value of the endowment in period 2 is
pamso. Then the amount of money the consumer can spend in the second
period is given by

paca = pamao + (1 4+7)(m1 — c1),

and the amount of consumption available second period is

1+7r
P2

C2 :m2+ (ml 761).
Note that this equation is very similar to the equation given earlier—we
just use (1 + 7)/po rather than 1+ 7.

Let us express this budget constraint in terms of the rate of inflation.
The inflation rate, 7, is just the rate at which prices grow. Recalling that
p1 = 1, we have

b2 = 1+ T,

which gives us

Co = My +
Let’s create a new variable p, the real interest rate, and define it by?

I+
T 1l+47

1+p

so that the budget constraint becomes

co =ma+ (1+p)(my —c1).
One plus the real interest rate measures how much extra consumption you
can get in period 2 if you give up some consumption in period 1. That

is why it is called the real rate of interest: it tells you how much extra
consumption you can get, not how many extra dollars you can get.

2 The Greek letter p, rho, is pronounced “row.”
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The interest rate on dollars is called the nominal rate of interest. As
we’ve seen above, the relationship between the two is given by

14

1 = .
Tt 147

In order to get an explicit expression for p, we write this equation as

1+ 1_1—|—r 1+
'0_1—|—7r T l47 147

r—m

T 1l4w

This is an exact expression for the real interest rate, but it is common to
use an approximation. If the inflation rate isn’t too large, the denominator
of the fraction will be only slightly larger than 1. Thus the real rate of
interest will be approximately given by

p=T T,

which says that the real rate of interest is just the nominal rate minus the
rate of inflation. (The symbol ~ means “approximately equal to.”) This
makes perfectly good sense: if the interest rate is 18 percent, but prices
are rising at 10 percent, then the real interest rate—the extra consumption
you can buy next period if you give up some consumption now—will be
roughly 8 percent.

Of course, we are always looking into the future when making consump-
tion plans. Typically, we know the nominal rate of interest for the next
period, but the rate of inflation for next period is unknown. The real inter-
est rate is usually taken to be the current interest rate minus the expected
rate of inflation. To the extent that people have different estimates about
what the next year’s rate of inflation will be, they will have different esti-
mates of the real interest rate. If inflation can be reasonably well forecast,
these differences may not be too large.

10.6 Present Value: A Closer Look

Let us return now to the two forms of the budget constraint described
earlier in section 10.1 in equations (10.2) and (10.3):

(I+7)cr +ca=(1+71)mg +mo

and

+ Co n mo
C — =m .
! 147 ! 1+7r
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Consider just the right-hand sides of these two equations. We said that
the first one expresses the value of the endowment in terms of future value
and that the second one expresses it in terms of present value.

Let us examine the concept of future value first. If we can borrow and
lend at an interest rate of r, what is the future equivalent of $1 today?
The answer is (1 + r) dollars. That is, $1 today can be turned into (1 + r)
dollars next period simply by lending it to the bank at an interest rate r.
In other words, (1 + r) dollars next period is equivalent to $1 today since
that is how much you would have to pay next period to purchase—that is,
borrow—=$1 today. The value (1 + r) is just the price of $1 today, relative
to $1 next period. This can be easily seen from the first budget constraint:
it is expressed in terms of future dollars—the second-period dollars have a
price of 1, and first-period dollars are measured relative to them.

What about present value? This is just the reverse: everything is mea-
sured in terms of today’s dollars. How much is a dollar next period worth
in terms of a dollar today? The answer is 1/(1+7) dollars. This is because
1/(1 + r) dollars can be turned into a dollar next period simply by saving
it at the rate of interest r. The present value of a dollar to be delivered
next period is 1/(1 + r).

The concept of present value gives us another way to express the budget
for a two-period consumption problem: a consumption plan is affordable if
the present value of consumption equals the present value of income.

The idea of present value has an important implication that is closely
related to a point made in Chapter 9: if the consumer can freely buy and sell
goods at constant prices, then the consumer would always prefer a higher-
valued endowment to a lower-valued one. In the case of intertemporal
decisions, this principle implies that if a consumer can freely borrow and
lend at a constant interest rate, then the consumer would always prefer a
pattern of income with a higher present value to a pattern with a lower
present value.

This is true for the same reason that the statement in Chapter 9 was
true: an endowment with a higher value gives rise to a budget line that is
farther out. The new budget set contains the old budget set, which means
that the consumer would have all the consumption opportunities she had
with the old budget set plus some more. Economists sometimes say that
an endowment with a higher present value dominates one with a lower
present value in the sense that the consumer can have larger consumption
in every period by selling the endowment with the higher present value
that she could get by selling the endowment with the lower present value.

Of course, if the present value of one endowment is higher than another,
then the future value will be higher as well. However, it turns out that the
present value is a more convenient way to measure the purchasing power
of an endowment of money over time, and it is the measure to which we
will devote the most attention.
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10.7 Analyzing Present Value for Several Periods

Let us consider a three-period model. We suppose that we can borrow or
lend money at an interest rate r each period and that this interest rate will
remain constant over the three periods. Thus the price of consumption in
period 2 in terms of period-1 consumption will be 1/(1+r), just as before.

What will the price of period-3 consumption be? Well, if T invest $1
today, it will grow into (1+7) dollars next period; and if I leave this money
invested, it will grow into (1 + r)? dollars by the third period. Thus if I
start with 1/(1+r)? dollars today, I can turn this into $1 in period 3. The
price of period-3 consumption relative to period-1 consumption is therefore
1/(1 +r)?. Each extra dollar’s worth of consumption in period 3 costs me
1/(1 +r)? dollars today. This implies that the budget constraint will have
the form

C2 C3 ma m3

e N GRS

This is just like the budget constraints we’ve seen before, where the price
of period-t consumption in terms of today’s consumption is given by

1
Pt = (1 —H")t*l'
As before, moving to an endowment that has a higher present value at
these prices will be preferred by any consumer, since such a change will
necessarily shift the budget set farther out.

We have derived this budget constraint under the assumption of constant
interest rates, but it is easy to generalize to the case of changing interest
rates. Suppose, for example, that the interest earned on savings from period
1 to 2 is 1, while savings from period 2 to 3 earn ry. Then $1 in period 1
will grow to (1 +r1)(14r2) dollars in period 3. The present value of $1 in
period 3 is therefore 1/(1 + 71)(1 + r2). This implies that the correct form
of the budget constraint is

e + C2 + C3 S ma ms3

+ .
T T )0+ 1 () (L Fr)

This expression is not so hard to deal with, but we will typically be content
to examine the case of constant interest rates.

Table 10.1 contains some examples of the present value of $1 T years in
the future at different interest rates. The notable fact about this table is
how quickly the present value goes down for “reasonable” interest rates.
For example, at an interest rate of 10 percent, the value of $1 20 years from
now is only 15 cents.
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The present value of $1 ¢ years in the future.

Rate 1 2 5 10 15 20 25 30
.05 .95 91 78 .61 48 37 .30 .23
.10 91 .83 .62 .39 .24 15 .09 .06

15 .87 .76 .50 .25 12 .06 .03 .02
.20 .83 .69 40 .16 .06 .03 .01 .00

10.8 Use of Present Value

Let us start by stating an important general principle: present value is the
only correct way to convert a stream of payments into today’s dollars. This
principle follows directly from the definition of present value: the present
value measures the value of a consumer’s endowment of money. As long as
the consumer can borrow and lend freely at a constant interest rate, an en-
dowment with higher present value can always generate more consumption
in every period than an endowment with lower present value. Regardless
of your own tastes for consumption in different periods, you should always
prefer a stream of money that has a higher present value to one with lower
present value—since that always gives you more consumption possibilities
in every period.

This argument is illustrated in Figure 10.6. In this figure, (m},m})
is a worse consumption bundle than the consumer’s original endowment,
(mq1,m2), since it lies beneath the indifference curve through her endow-
ment. Nevertheless, the consumer would prefer (mf,m}) to (mq,ms) if
she is able to borrow and lend at the interest rate r. This is true because
with the endowment (mf,m}) she can afford to consume a bundle such
as (c1,¢2), which is unambiguously better than her current consumption
bundle.

One very useful application of present value is in valuing the income
streams offered by different kinds of investments. If you want to compare
two different investments that yield different streams of payments to see
which is better, you simply compute the two present values and choose the
larger one. The investment with the larger present value always gives you
more consumption possibilities.

Sometimes it is necessary to purchase an income stream by making a
stream of payments over time. For example, one could purchase an apart-
ment building by borrowing money from a bank and making mortgage pay-
ments over a number of years. Suppose that the income stream (M7, Ms)
can be purchased by making a stream of payments (P, Py).

In this case we can evaluate the investment by comparing the present
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period if she can borrow and lend at the market interest rates.

value of the income stream to the present value of the payment stream. If

M, P,
M > P , 10.4
G IR R g (10.4)

the present value of the income stream exceeds the present value of its
cost, so this is a good investment—it will increase the present value of our
endowment.

An equivalent way to value the investment is to use the idea of net
present value. In order to calculate this number we calculate at the net
cash flow in each period and then discount this stream back to the present.
In this example, the net cash flow is (M7 — Py, Ms— P5), and the net present
value is

NPV =M, — P+ ——=2

Comparing this to equation (10.4) we see that the investment should be
purchased if and only if the net present value is positive.

The net present value calculation is very convenient since it allows us to
add all of the positive and negative cash flows together in each period and
then discount the resulting stream of cash flows.

EXAMPLE: Valuing a Stream of Payments

Suppose that we are considering two investments, A and B. Investment A
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pays $100 now and will also pay $200 next year. Investment B pays $0

now, and will generate $310 next year. Which is the better investment?
The answer depends on the interest rate. If the interest rate is zero, the

answer is clear—just add up the payments. For if the interest rate is zero,

then the present-value calculation boils down to summing up the payments.
If the interest rate is zero, the present value of investment A is

PV, =100 + 200 = 300,
and the present value of investment B is
PVp =0+ 310 = 310,

so B is the preferred investment.

But we get the opposite answer if the interest rate is high enough. Sup-
pose, for example, that the interest rate is 20 percent. Then the present-
value calculation becomes

200

PV, =100+ 120~ 266.67
310
PVp = —— = 258.33.
Ve=0+ 1.20 58.33

Now A is the better investment. The fact that A pays back more money
earlier means that it will have a higher present value when the interest rate
is large enough.

EXAMPLE: The True Cost of a Credit Card

Borrowing money on a credit card is expensive: many companies quote
yearly interest charges of 15 to 21 percent. However, because of the way
these finance charges are computed, the true interest rate on credit card
debt is much higher than this.

Suppose that a credit card owner charges a $2000 purchase on the first
day of the month and that the finance charge is 1.5 percent a month. If
the consumer pays the entire balance by the end of the month, he does not
have to pay the finance charge. If the consumer pays none of the $2,000,
he has to pay a finance charge of $2000 x .015 = $30 at the beginning of
the next month.

What happens if the consumer pays $1,800 towards the $2000 balance
on the last day of the month? In this case, the consumer has borrowed
only $200, so the finance charge should be $3. However, many credit card
companies charge the consumers much more than this. The reason is that
many companies base their charges on the “average monthly balance,” even
if part of that balance is paid by the end of the month. In this example,
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the average monthly balance would be about $2000 (30 days of the $2000
balance and 1 day of the $200 balance). The finance charge would therefore
be slightly less than $30, even though the consumer has only borrowed $200.
Based on the actual amount of money borrowed, this is an interest rate of
15 percent a month!

EXAMPLE: Extending Copyright

Article I, Section 8 of the U.S. Constitution enables Congress to grant
patents and copyrights using this language: “To promote the Progress
of Science and useful Arts, by securing for limited Times to Authors and
Inventors the exclusive Right to their respective Writings and Discoveries.”

But what does “limited Times” mean? The lifetime of a patent in the
United States is fixed at 20 years; the lifetime for copyright is quite differ-
ent.

The first copyright act, passed by Congress in 1790, offered a 14-year
term along with a 14-year renewal. Subsequently, the copyright term was
lengthened to 28 years in 1831, with a 28-year renewal option added in
1909. In 1962 the term became 47 years, and 67 years in 1978. In 1967
the term was defined as the life of the author plus 50 years, or 75 years
for “works for hire.” The 1998 Sonny Bono Copyright Term Extension Act
lengthened this term to the life of the author plus 70 years for individuals
and 75-95 years for works for hire.

It is questionable whether “the life of the author plus 70 years” should
be considered a limited time. One might ask what additional incentive the
1998 extension creates for authors to create works?

Let us look at a simple example. Suppose that the interest rate is 7%.
Then the increase in present value of extending the copyright term from
80 to 100 years is about 0.33% of the present value of the first 80 years.
Those extra 20 years have almost no impact on the present value of the
copyright at time of creation since they come so far in the future. Hence
they likely provide miniscule incremental incentive to create the works in
the first place.

Given this tiny increase in value from extending the copyright term why
would it pay anybody to lobby for such a change? The answer is that the
1998 act extended the copyright term retroactively so that works that were
near expiration were given a new lease on life.

For example, it has been widely claimed that Disney lobbied heavily
for the copyright term extension, since the original Mickey Mouse film,
Steamboat Willie, was about to go out of copyright.

Retroactive copyright extensions of this sort make no economic sense,
since what matters for the authors are the incentives present at the time
the work is created. If there were no such retroactive extension, it is unlikely
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that anyone would have bothered to ask for copyright extensions given the
low economic value of the additional years of protection.

10.9 Bonds

Securities are financial instruments that promise certain patterns of pay-
ment schedules. There are many kinds of financial instruments because
there are many kinds of payment schedules that people want. Financial
markets give people the opportunity to trade different patterns of cash
flows over time. These cash flows are typically used to finance consump-
tion at some time or other.

The particular kind of security that we will examine here is a bond.
Bonds are issued by governments and corporations. They are basically a
way to borrow money. The borrower—the agent who issues the bond—
promises to pay a fixed number of dollars = (the coupon) each period
until a certain date T' (the maturity date), at which point the borrower
will pay an amount F (the face value) to the holder of the bond.

Thus the payment stream of a bond looks like (z,z,x,...,F). If the
interest rate is constant, the present discounted value of such a bond is
easy to compute. It is given by

T T F
PV = U
G+n Tax2 Pt assT

Note that the present value of a bond will decline if the interest rate
increases. Why is this? When the interest rate goes up the price now for
$1 delivered in the future goes down. So the future payments of the bond
will be worth less now.

There is a large and developed market for bonds. The market value
of outstanding bonds will fluctuate as the interest rate fluctuates since
the present value of the stream of payments represented by the bond will
change.

An interesting special kind of a bond is a bond that makes payments
forever. These are called consols or perpetuities. Suppose that we con-
sider a consol that promises to pay $x dollars a year forever. To compute
the value of this consol we have to compute the infinite sum:

T €T

PV =—"—"—4+
1+7‘+(1+T)2

N

The trick to computing this is to factor out 1/(1 4 r) to get

€T T

1+r x+(1—|—r)+ e

PV = T
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But the term in the brackets is just a plus the present value! Substituting

and solving for PV
1

[z + PV]

This wasn’t hard to do, but there is an easy way to get the answer right
off. How much money, V, would you need at an interest rate r to get x
dollars forever? Just write down the equation

Vr=ua,

which says that the interest on V must equal x. But then the value of such
an investment is given by

V =

SR

Thus it must be that the present value of a consol that promises to pay z
dollars forever must be given by x/r.

For a consol it is easy to see directly how increasing the interest rate
reduces the value of a bond. Suppose, for example, that a consol is issued
when the interest rate is 10 percent. Then if it promises to pay $10 a year
forever, it will be worth $100 now—since $100 would generate $10 a year
in interest income.

Now suppose that the interest rate goes up to 20 percent. The value of
the consol must fall to $50, since it only takes $50 to earn $10 a year at a
20 percent interest rate.

The formula for the consol can be used to calculate an approximate value
of a long-term bond. If the interest rate is 10 percent, for example, the
value of $1 30 years from now is only 6 cents. For the size of interest rates
we usually encounter, 30 years might as well be infinity.

EXAMPLE: Installment Loans

Suppose that you borrow $1000 that you promise to pay back in 12 monthly
installments of $100 each. What rate of interest are you paying?

At first glance it seems that your interest rate is 20 percent: you have
borrowed $1000, and you are paying back $1200. But this analysis is incor-
rect. For you haven’t really borrowed $1000 for an entire year. You have
borrowed $1000 for a month, and then you pay back $100. Then you only
have borrowed $900, and you owe only a month’s interest on the $900. You
borrow that for a month and then pay back another $100. And so on.

The stream of payments that we want to value is

(1000, —100, —100, . .., —100).
We can find the interest rate that makes the present value of this stream

equal to zero by using a calculator or a computer. The actual interest rate
that you are paying on the installment loan is about 35 percent!
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10.10 Taxes

In the United States, interest payments are taxed as ordinary income. This
means that you pay the same tax on interest income as on labor income.
Suppose that your marginal tax bracket is ¢, so that each eztra dollar of
income, Am, increases your tax liability by tAm. Then if you invest X
dollars in an asset, you’ll receive an interest payment of »rX. But you’ll
also have to pay taxes of trX on this income, which will leave you with
only (1 — t)rX dollars of after-tax income. We call the rate (1 — ¢)r the
after-tax interest rate.

What if you decide to borrow X dollars, rather than lend them? Then
you’ll have to make an interest payment of rX. In the United States, some
interest payments are tax deductible and some are not. For example, the
interest payments for a mortgage are tax deductable, but interest payments
on ordinary consumer loans are not. On the other hand, businesses can
deduct most kinds of the interest payments that they make.

If a particular interest payment is tax deductible, you can subtract your
interest payment from your other income and only pay taxes on what’s left.
Thus the rX dollars you pay in interest will reduce your tax payments by
trX. The total cost of the X dollars you borrowed will be rX — trX =
(1-t)rX.

Thus the after-tax interest rate is the same whether you are borrowing
or lending, for people in the same tax bracket. The tax on saving will
reduce the amount of money that people want to save, but the subsidy on
borrowing will increase the amount of money that people want to borrow.

EXAMPLE: Scholarships and Savings

Many students in the United States receive some form of financial aid to
help defray college costs. The amount of financial aid a student receives
depends on many factors, but one important factor is the family’s ability to
pay for college expenses. Most U.S. colleges and universities use a standard
measure of ability to pay calculated by the College Entrance Examination
Board (CEEB).

If a student wishes to apply for financial aid, his or her family must fill
out a questionnaire describing their financial circumstances. The CEEB
uses the information on the income and assets of the parents to construct
a measure of “adjusted available income.” The fraction of their adjusted
available income that parents are expected to contribute varies between
22 and 47 percent, depending on income. In 1985, parents with a total
before-tax income of around $35,000 dollars were expected to contribute
about $7000 toward college expenses.
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Each additional dollar of assets that the parents accumulate increases
their expected contribution and decreases the amount of financial aid that
their child can hope to receive. The formula used by the CEEB effectively
imposes a tax on parents who save for their children’s college education.
Martin Feldstein, President of the National Bureau of Economic Research
(NBER) and Professor of Economics at Harvard University, calculated the
magnitude of this tax.?

Consider the situation of some parents contemplating saving an addi-
tional dollar just as their daughter enters college. At a 6 percent rate of
interest, the future value of a dollar 4 years from now is $1.26. Since federal
and state taxes must be paid on interest income, the dollar yields $1.19 in
after-tax income in 4 years. However, since this additional dollar of savings
increases the total assets of the parents, the amount of aid received by the
daughter goes down during each of her four college years. The effect of this
“education tax” is to reduce the future value of the dollar to only 87 cents
after 4 years. This is equivalent to an income tax of 150 percent!

Feldstein also examined the savings behavior of a sample of middle-class
households with pre-college children. He estimates that a household with
income of $40,000 a year and two college-age children saves about 50 per-
cent less than they would otherwise due to the combination of federal, state,
and “education” taxes that they face.

10.11 Choice of the Interest Rate

In the above discussion, we’ve talked about “the interest rate.” In real life
there are many interest rates: there are nominal rates, real rates, before-tax
rates, after-tax rates, short-term rates, long-term rates, and so on. Which
is the “right” rate to use in doing present-value analysis?

The way to answer this question is to think about the fundamentals.
The idea of present discounted value arose because we wanted to be able
to convert money at one point in time to an equivalent amount at another
point in time. “The interest rate” is the return on an investment that
allows us to transfer funds in this way.

If we want to apply this analysis when there are a variety of interest
rates available, we need to ask which one has the properties most like the
stream of payments we are trying to value. If the stream of payments
is not taxed, we should use an after-tax interest rate. If the stream of
payments will continue for 30 years, we should use a long-term interest
rate. If the stream of payments is risky, we should use the interest rate
on an investment with similar risk characteristics. (We’ll have more to say
later about what this last statement actually means.)

3 Martin Feldstein, “College Scholarship Rules and Private Savings,” American Eco-
nomic Review, 85, 3 (June 1995).
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The interest rate measures the opportunity cost of funds—the value
of alternative uses of your money. So every stream of payments should be
compared to your best alternative that has similar characteristics in terms
of tax treatment, risk, and liquidity.

Summary

1. The budget constraint for intertemporal consumption can be expressed
in terms of present value or future value.

2. The comparative statics results derived earlier for general choice prob-
lems can be applied to intertemporal consumption as well.

3. The real rate of interest measures the extra consumption that you can
get in the future by giving up some consumption today.

4. A consumer who can borrow and lend at a constant interest rate should
always prefer an endowment with a higher present value to one with a lower
present value.

REVIEW QUESTIONS

1. How much is $1 million to be delivered 20 years in the future worth
today if the interest rate is 20 percent?

2. As the interest rate rises, does the intertemporal budget constraint be-
come steeper or flatter?

3. Would the assumption that goods are perfect substitutes be valid in a
study of intertemporal food purchases?

4. A consumer, who is initially a lender, remains a lender even after a
decline in interest rates. Is this consumer better off or worse off after the
change in interest rates? If the consumer becomes a borrower after the
change is he better off or worse off?

5. What is the present value of $100 one year from now if the interest rate
is 10%? What is the present value if the interest rate is 5%?



CHAPTER 1 1

ASSET
MARKETS

Assets are goods that provide a flow of services over time. Assets can
provide a flow of consumption services, like housing services, or can provide
a flow of money that can be used to purchase consumption. Assets that
provide a monetary flow are called financial assets.

The bonds that we discussed in the last chapter are examples of financial
assets. The flow of services they provide is the flow of interest payments.
Other sorts of financial assets such as corporate stock provide different
patterns of cash flows. In this chapter we will examine the functioning of
asset markets under conditions of complete certainty about the future flow
of services provided by the asset.

11.1 Rates of Return

Under this admittedly extreme hypothesis, we have a simple principle re-
lating asset rates of return: if there is no uncertainty about the cash flow
provided by assets, then all assets have to have the same rate of return.
The reason is obvious: if one asset had a higher rate of return than another,
and both assets were otherwise identical, then no one would want to buy
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the asset with the lower rate of return. So in equilibrium, all assets that
are actually held must pay the same rate of return.

Let us consider the process by which these rates of return adjust. Con-
sider an asset A that has current price pg and is expected to have a price of
p1 tomorrow. Everyone is certain about what today’s price of the asset is,
and everyone is certain about what tomorrow’s price will be. We suppose
for simplicity that there are no dividends or other cash payments between
periods 0 and 1. Suppose furthermore that there is another investment, B,
that one can hold between periods 0 and 1 that will pay an interest rate of
r. Now consider two possible investment plans: either invest one dollar in
asset A and cash it in next period, or invest one dollar in asset B and earn
interest of r dollars over the period.

What are the values of these two investment plans at the end of the first
period? We first ask how many units of the asset we must purchase to
make a one dollar investment in it. Letting x be this amount we have the
equation

poxr =1

or
r=—.
Po
It follows that the future value of one dollar’s worth of this asset next
period will be
P
FV = pP1r = —:-
Po
On the other hand, if we invest one dollar in asset B, we will have 1 + r
dollars next period. If assets A and B are both held in equilibrium, then
a dollar invested in either one of them must be worth the same amount
second period. Thus we have an equilibrium condition:

1+r:p—1.

Do

What happens if this equality is not satisfied? Then there is a sure way
to make money. For example, if

147> 2L

Po

people who own asset A can sell one unit for pg dollars in the first period
and invest the money in asset B. Next period their investment in asset B
will be worth po(1 + r), which is greater than p; by the above equation.
This will guarantee that second period they will have enough money to
repurchase asset A, and be back where they started from, but now with
extra money.
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This kind of operation—buying some of one asset and selling some of
another to realize a sure return—is known as riskless arbitrage, or ar-
bitrage for short. As long as there are people around looking for “sure
things” we would expect that well-functioning markets should quickly elim-
inate any opportunities for arbitrage. Therefore, another way to state our
equilibrium condition is to say that in equilibrium there should be no oppor-
tunities for arbitrage. We'll refer to this as the no arbitrage condition.

But how does arbitrage actually work to eliminate the inequality? In the
example given above, we argued that if 14+ 7 > p;/pp, then anyone who
held asset A would want to sell it first period, since they were guaranteed
enough money to repurchase it second period. But who would they sell it
to? Who would want to buy it? There would be plenty of people willing
to supply asset A at pg, but there wouldn’t be anyone foolish enough to
demand it at that price.

This means that supply would exceed demand and therefore the price
will fall. How far will it fall? Just enough to satisfy the arbitrage condition:
until 1+ 7 = py/po.

11.2 Arbitrage and Present Value

We can rewrite the arbitrage condition in a useful way by cross multiplying

to get
P1

1+

This says that the current price of an asset must be its present value.
Essentially we have converted the future-value comparison in the arbitrage
condition to a present-value comparison. So if the no arbitrage condition is
satisfied, then we are assured that assets must sell for their present values.
Any deviation from present-value pricing leaves a sure way to make money.

Po

11.3 Adjustments for Differences among Assets

The no arbitrage rule assumes that the asset services provided by the two
assets are identical, except for the purely monetary difference. If the ser-
vices provided by the assets have different characteristics, then we would
want to adjust for those differences before we blandly assert that the two
assets must have the same equilibrium rate of return.

For example, one asset might be easier to sell than the other. We some-
times express this by saying that one asset is more liquid than another.
In this case, we might want to adjust the rate of return to take account of
the difficulty involved in finding a buyer for the asset. Thus a house that
is worth $100,000 is probably a less liquid asset than $100,000 in Treasury
bills.
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Similarly, one asset might be riskier than another. The rate of return
on one asset may be guaranteed, while the rate of return on another asset
may be highly risky. We’ll examine ways to adjust for risk differences in
Chapter 13.

Here we want to consider two other types of adjustment we might make.
One is adjustment for assets that have some return in consumption value,
and the other is for assets that have different tax characteristics.

11.4 Assets with Consumption Returns

Many assets pay off only in money. But there are other assets that pay
off in terms of consumption as well. The prime example of this is housing.
If you own a house that you live in, then you don’t have to rent living
quarters; thus part of the “return” to owning the house is the fact that you
get to live in the house without paying rent. Or, put another way, you get
to pay the rent for your house to yourself. This latter way of putting it
sounds peculiar, but it contains an important insight.

It is true that you don’t make an explicit rental payment to yourself for
the privilege of living in your house, but it turns out to be fruitful to think
of a homeowner as implicitly making such a payment. The implicit rental
rate on your house is the rate at which you could rent a similar house. Or,
equivalently, it is the rate at which you could rent your house to someone
else on the open market. By choosing to “rent your house to yourself” you
are forgoing the opportunity of earning rental payments from someone else,
and thus incurring an opportunity cost.

Suppose that the implicit rental payment on your house would work
out to 1" dollars per year. Then part of the return to owning your house
is the fact that it generates for you an implicit income of T' dollars per
year—the money that you would otherwise have to pay to live in the same
circumstances as you do now.

But that is not the entire return on your house. As real estate agents
never tire of telling us, a house is also an investment. When you buy a house
you pay a significant amount of money for it, and you might reasonably
expect to earn a monetary return on this investment as well, through an
increase in the value of your house. This increase in the value of an asset
is known as appreciation.

Let us use A to represent the expected appreciation in the dollar value
of your house over a year. The total return to owning your house is the
sum of the rental return, 7', and the investment return, A. If your house
initially cost P, then the total rate of return on your initial investment in

housing is
h_T+A
-5

This total rate of return is composed of the consumption rate of return,
T/P, and the investment rate of return, A/P.
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Let us use r to represent the rate of return on other financial assets.
Then the total rate of return on housing should, in equilibrium, be equal

to r:
T+ A
r=—".

P

Think about it this way. At the beginning of the year, you can invest P
in a bank and earn rP dollars, or you can invest P dollars in a house and
save T dollars of rent and earn A dollars by the end of the year. The total
return from these two investments has to be the same. If T+ A < rP you
would be better off investing your money in the bank and paying T' dollars
in rent. You would then have rP — T > A dollars at the end of the year.
If T+ A > rP, then housing would be the better choice. (Of course, this
is ignoring the real estate agent’s commission and other transactions costs
associated with the purchase and sale.)

Since the total return should rise at the rate of interest, the financial
rate of return A/P will generally be less than the rate of interest. Thus
in general, assets that pay off in consumption will in equilibrium have a
lower financial rate of return than purely financial assets. This means that
buying consumption goods such as houses, or paintings, or jewelry solely
as a financial investment is probably not a good idea since the rate of
return on these assets will probably be lower than the rate of return on
purely financial assets, because part of the price of the asset reflects the
consumption return that people receive from owning such assets. On the
other hand, if you place a sufficiently high value on the consumption return
on such assets, or you can generate rental income from the assets, it may
well make sense to buy them. The total return on such assets may well
make this a sensible choice.

11.5 Taxation of Asset Returns

The Internal Revenue Service distinguishes two kinds of asset returns for
purposes of taxation. The first kind is the dividend or interest return.
These are returns that are paid periodically—each year or each month—
over the life of the asset. You pay taxes on interest and dividend income at
your ordinary tax rate, the same rate that you pay on your labor income.

The second kind of returns are called capital gains. Capital gains occur
when you sell an asset at a price higher than the price at which you bought
it. Capital gains are taxed only when you actually sell the asset. Under
the current tax law, capital gains are taxed at the same rate as ordinary
income, but there are some proposals to tax them at a more favorable rate.

It is sometimes argued that taxing capital gains at the same rate as
ordinary income is a “neutral” policy. However, this claim can be disputed
for at least two reasons. The first reason is that the capital gains taxes are
only paid when the asset is sold, while taxes on dividends or interest are
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paid every year. The fact that the capital gains taxes are deferred until
time of sale makes the effective tax rate on capital gains lower than the
tax rate on ordinary income.

A second reason that equal taxation of capital gains and ordinary income
is not neutral is that the capital gains tax is based on the increase in the
dollar value of an asset. If asset values are increasing just because of
inflation, then a consumer may owe taxes on an asset whose real value
hasn’t changed. For example, suppose that a person buys an asset for $100
and 10 years later it is worth $200. Suppose that the general price level
also doubles in this same ten-year period. Then the person would owe
taxes on a $100 capital gain even though the purchasing power of his asset
hadn’t changed at all. This tends to make the tax on capital gains higher
than that on ordinary income. Which of the two effects dominates is a
controversial question.

In addition to the differential taxation of dividends and capital gains
there are many other aspects of the tax law that treat asset returns differ-
ently. For example, in the United States, municipal bonds, bonds issued
by cities or states, are not taxed by the Federal government. As we indi-
cated earlier, the consumption returns from owner-occupied housing is not
taxed. Furthermore, in the United States even part of the capital gains
from owner-occupied housing is not taxed.

The fact that different assets are taxed differently means that the arbi-
trage rule must adjust for the tax differences in comparing rates of return.
Suppose that one asset pays a before-tax interest rate, r,, and another as-
set pays a return that is tax exempt, r.. Then if both assets are held by
individuals who pay taxes on income at rate ¢, we must have

(I —=t)ry, =re.

That is, the after-tax return on each asset must be the same. Otherwise,
individuals would not want to hold both assets—it would always pay them
to switch exclusively to holding the asset that gave them the higher after-
tax return. Of course, this discussion ignores other differences in the assets
such as liquidity, risk, and so on.

11.6 Market Bubbles

Suppose you are contemplating buying a house that is absolutely certain
to be worth $220,000 a year from now and that the current interest rate
(reflecting your alternative investment opportunities) is 10%. A fair price
for the house would be the present value, $200,000.

Now suppose that things aren’t quite so certain: many people believe
that the house will be worth $220,000 in a year, but there are no guarantees.
We would expect that the house would sell for somewhat less than $200,000
due to the additional risk associated with purchase.
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Suppose the year goes by and the house is worth $240,000, far more than
anticipated. The house value went up by 20%, even though the prevailing
interest rate was 10%. It may be that this experience will lead people to
revise their view about how much the house will be worth in the future—
who knows, maybe it will go up by 20% or even more next year.

If many people hold such beliefs, they can bid up the price of housing
now—which may encourage others to make even more optimistic forecasts
about the housing market. As in our discussion of price adjustment, assets
that people expect to have a higher return than the rate of interest get
pushed up in price. The higher price will tend to reduce current demand
but it also may encourage people to expect an even higher return in the
future.

The first effect—high prices reducing demand—tends to stablize prices.
The second effect—high prices leading to an expectation of even higher
prices in the future—tends to destabilize prices.

This is an example of an asset bubble. In a bubble, the price of an
asset increases, for one reason or another, and this leads people to expect
the price to go up even more in the future. But if they expect the asset
price to rise significantly in the future, they will try to buy more today,
pushing prices up even more rapidly.

Financial markets may be subject to such bubbles, particularly when the
participants are inexperienced. For example, in 2000-01 we saw a dramatic
run-up in the prices of technology stocks and in 2005-06 we saw a bubble
in house prices in much of the United States and many other countries.

All bubbles eventually burst. Prices fall and some people are left holding
assets that are worth much less than they paid for them.

The key to avoiding bubbles is to look at economic fundamentals. In the
midst of the housing bubble in the United States, the ratio between the
price of a house and the yearly rental rate on an identical house became
far larger than historical norms. This gap presumably reflected buyers’
expectations of future price increases.

Similarly, the ratio of median house prices to median income reached
historical highs. Both of these were warning signs that the high prices
were unsustainable.

“This time it’s different” can be a very hazardous belief to hold, partic-
ularly when it comes to financial markets.

11.7 Applications

The fact that all riskless assets must earn the same return is obvious, but
very important. It has surprisingly powerful implications for the function-
ing of asset markets.
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Depletable Resources

Let us study the market equilibrium for a depletable resource like oil. Con-
sider a competitive oil market, with many suppliers, and suppose for sim-
plicity that there are zero costs to extract oil from the ground. Then how
will the price of oil change over time?

It turns out that the price of oil must rise at the rate of interest. To see
this, simply note that oil in the ground is an asset like any other asset. If
it is worthwhile for a producer to hold it from one period to the next, it
must provide a return to him equivalent to the financial return he could
get elsewhere. If we let py41 and p; be the prices at times ¢ + 1 and ¢, then
we have

pry1 = (1+7)p

as our no arbitrage condition in the oil market.

The argument boils down to this simple idea: oil in the ground is like
money in the bank. If money in the bank earns a rate of return of r, then
oil in the ground must earn the same rate of return. If oil in the ground
earned a higher return than money in the bank, then no one would take oil
out of the ground, preferring to wait till later to extract it, thus pushing
the current price of oil up. If oil in the ground earned a lower return than
money in the bank, then the owners of oil wells would try to pump their oil
out immediately in order to put the money in the bank, thereby depressing
the current price of oil.

This argument tells us how the price of oil changes. But what determines
the price level itself? The price level turns out to be determined by the
demand for oil. Let us consider a very simple model of the demand side of
the market.

Suppose that the demand for oil is constant at D barrels a year and
that there is a total world supply of S barrels. Thus we have a total of
T = S/D years of oil left. When the oil has been depleted we will have to
use an alternative technology, say liquefied coal, which can be produced at
a constant cost of C' dollars per barrel. We suppose that liquefied coal is a
perfect substitute for oil in all applications.

Now, T years from now, when the oil is just being exhausted, how much
must it sell for? Clearly it must sell for C' dollars a barrel, the price of
its perfect substitute, liquefied coal. This means that the price today of a
barrel of oil, pg, must grow at the rate of interest r over the next T years
to be equal to C. This gives us the equation

po(l+7)" =C
or

e
Po= T
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This expression gives us the current price of oil as a function of the
other variables in the problem. We can now ask interesting comparative
statics questions. For example, what happens if there is an unforeseen new
discovery of 0il? This means that 7', the number of years remaining of oil,
will increase, and thus (1 + r)7 will increase, thereby decreasing pg. So
an increase in the supply of oil will, not surprisingly, decrease its current
price.

What if there is a technological breakthrough that decreases the value
of C'7 Then the above equation shows that py must decrease. The price
of oil has to be equal to the price of its perfect substitute, liquefied coal,
when liquefied coal is the only alternative.

When to Cut a Forest

Suppose that the size of a forest—measured in terms of the lumber that
you can get from it—is some function of time, F'(t). Suppose further that
the price of lumber is constant and that the rate of growth of the tree starts
high and gradually declines. If there is a competitive market for lumber,
when should the forest be cut for timber?

Answer: when the rate of growth of the forest equals the interest rate.
Before that, the forest is earning a higher rate of return than money in the
bank, and after that point it is earning less than money in the bank. The
optimal time to cut a forest is when its growth rate just equals the interest
rate.

We can express this more formally by looking at the present value of
cutting the forest at time 7. This will be

py - F@O
(1+7)"

We want to find the choice of T that maximizes the present value—that
is, that makes the value of the forest as large as possible. If we choose
a very small value of T, the rate of growth of the forest will exceed the
interest rate, which means that the PV would be increasing so it would
pay to wait a little longer. On the other hand, if we consider a very large
value of T', the forest would be growing more slowly than the interest rate,
so the PV would be decreasing. The choice of T' that maximizes present
value occurs when the rate of growth of the forest just equals the interest
rate.

This argument is illustrated in Figure 11.1. In Figure 11.1A we have
plotted the rate of growth of the forest and the rate of growth of a dollar
invested in a bank. If we want to have the largest amount of money at
some unspecified point in the future, we should always invest our money
in the asset with the highest return available at each point in time. When
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Harvesting a forest. The optimal time to cut a forest is when
the rate of growth of the forest equals the interest rate.

the forest is young, it is the asset with the highest return. As it ma-
tures, its rate of growth declines, and eventually the bank offers a higher
return.

The effect on total wealth is illustrated in Figure 11.1B. Before T wealth
grows most rapidly when invested in the forest. After T' it grows most
rapidly when invested in the bank. Therefore, the optimal strategy is to
invest in the forest up until time 7', then harvest the forest, and invest the
proceeds in the bank.

EXAMPLE: Gasoline Prices during the Gulf War

In the Summer of 1990 Iraq invaded Kuwait. As a response to this, the
United Nations imposed a blockade on oil imports from Iraq. Immediately
after the blockade was announced the price of oil jumped up on world mar-
kets. At the same time price of gasoline at U.S. pumps increased signifi-
cantly. This in turn led to cries of “war profiteering” and several segments
about the oil industry on the evening news broadcasts.

Those who felt the price increase was unjustified argued that it would
take at least 6 weeks for the new, higher-priced oil to wend its way across
to the Atlantic and to be refined into gasoline. The oil companies, they
argued, were making “excessive” profits by raising the price of gasoline that
had already been produced using cheap oil.

Let’s think about this argument as economists. Suppose that you own an
asset—say gasoline in a storage tank—that is currently worth $1 a gallon.
Six weeks from now, you know that it will be worth $1.50 a gallon. What
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price will you sell it for now? Certainly you would be foolish to sell it
for much less than $1.50 a gallon—at any price much lower than that you
would be better off letting the gasoline sit in the storage tank for 6 weeks.
The same intertemporal arbitrage reasoning about extracting oil from the
ground applies to gasoline in a storage tank. The (appropriate discounted)
price of gasoline tomorrow has to equal the price of gasoline today if you
want firms to supply gasoline today.

This makes perfect sense from a welfare point of view as well: if gasoline
is going to be more expensive in the near future, doesn’t it make sense
to consume less of it today? The increased price of gasoline encourages
immediate conservation measures and reflects the true scarcity price of
gasoline.

Ironically, the same phenomenon occured two years later in Russia. Dur-
ing the transition to a market economy, Russian oil sold for about $3 a
barrel at a time when the world price was about $19 a barrel. The oil pro-
ducers anticipated that the price of oil would soon be allowed to rise—so
they tried to hold back as much oil as possible from current production. As
one Russian producer put it, “Have you seen anyone in New York selling
one dollar for 10 cents?” The result was long lines in front of the gasoline
pumps for Russian consumers.’

11.8 Financial Institutions

Asset markets allow people to change their pattern of consumption over
time. Consider, for example, two people A and B who have different en-
dowments of wealth. A might have $100 today and nothing tomorrow,
while B might have $100 tomorrow and nothing today. It might well hap-
pen that each would rather have $50 today and $50 tomorrow. But they
can reach this pattern of consumption simply by trading: A gives B $50
today, and B gives A $50 tomorrow.

In this particular case, the interest rate is zero: A lends B $50 and
only gets $50 in return the next day. If people have convex preferences
over consumption today and tomorrow, they would like to smooth their
consumption over time, rather than consume everything in one period,
even if the interest rate were zero.

We can repeat the same kind of story for other patterns of asset endow-
ments. One individual might have an endowment that provides a steady
stream of payments and prefer to have a lump sum, while another might
have a lump sum and prefer a steady stream. For example, a twenty-year-
old individual might want to have a lump sum of money now to buy a
house, while a sixty-year-old might want to have a steady stream of money

L See Louis Uchitelle, “Russians Line Up for Gas as Refineries Sit on Cheap Oil,” New
York Times, July 12, 1992, page 4.



214 ASSET MARKETS (Ch. 11)

to finance his retirement. It is clear that both of these individuals could
gain by trading their endowments with each other.

In a modern economy financial institutions exist to facilitate these trades.
In the case described above, the sixty-year-old can put his lump sum of
money in the bank, and the bank can then lend it to the twenty-year-old.
The twenty-year-old then makes mortgage payments to the bank, which
are, in turn, transferred to the sixty-year-old as interest payments. Of
course, the bank takes its cut for arranging the trade, but if the banking
industry is sufficiently competitive, this cut should end up pretty close to
the actual costs of doing business.

Banks aren’t the only kind of financial institution that allow one to
reallocate consumption over time. Another important example is the stock
market. Suppose that an entrepreneur starts a company that becomes
successful. In order to start the company, the entrepreneur probably had
some financial backers who put up money to help him get started—to pay
the bills until the revenues started rolling in. Once the company has been
established, the owners of the company have a claim to the profits that
the company will generate in the future: they have a claim to a stream of
payments.

But it may well be that they prefer a lump-sum reward for their efforts
now. In this case, the owners can decide to sell the firm to other people
via the stock market. They issue shares in the company that entitle the
shareholders to a cut of the future profits of the firm in exchange for a
lump-sum payment now. People who want to purchase part of the stream
of profits of the firm pay the original owners for these shares. In this way,
both sides of the market can reallocate their wealth over time.

There are a variety of other institutions and markets that help facili-
tate intertemporal trade. But what happens when the buyers and sellers
aren’t evenly matched? What happens if more people want to sell con-
sumption tomorrow than want to buy it? Just as in any market, if the
supply of something exceeds the demand, the price will fall. In this case,
the price of consumption tomorrow will fall. We saw earlier that the price
of consumption tomorrow was given by

_ 1
T 14

p
so this means that the interest rate must rise. The increase in the interest
rate induces people to save more and to demand less consumption now,
and thus tends to equate demand and supply.

Summary

1. In equilibrium, all assets with certain payoffs must earn the same rate
of return. Otherwise there would be a riskless arbitrage opportunity.
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2. The fact that all assets must earn the same return implies that all assets
will sell for their present value.

3. If assets are taxed differently, or have different risk characteristics, then
we must compare their after-tax rates of return or their risk-adjusted rates
of return.

REVIEW QUESTIONS

1. Suppose asset A can be sold for $11 next period. If assets similar to A
are paying a rate of return of 10%, what must be asset A’s current price?

2. A house, which you could rent for $10,000 a year and sell for $110,000 a
year from now, can be purchased for $100,000. What is the rate of return
on this house?

3. The payments of certain types of bonds (e.g., municipal bonds) are not
taxable. If similar taxable bonds are paying 10% and everyone faces a
marginal tax rate of 40%, what rate of return must the nontaxable bonds

pay?

4. Suppose that a scarce resource, facing a constant demand, will be ex-
hausted in 10 years. If an alternative resource will be available at a price
of $40 and if the interest rate is 10%, what must the price of the scarce
resource be today?

APPENDIX

Suppose that you invest $1 in an asset yielding an interest rate r where the
interest is paid once a year. Then after T' years you will have (1 + T‘)T dollars.
Suppose now that the interest is paid monthly. This means that the monthly
interest rate will be r/12, and there will be 12T payments, so that after T years
you will have (1+41/12)"27 dollars. If the interest rate is paid daily, you will have
(14 7/365)*%°T and so on.

In general, if the interest is paid n times a year, you will have (1 + r/n)
dollars after T' years. It is natural to ask how much money you will have if the
interest is paid continuously. That is, we ask what is the limit of this expression
as n goes to infinity. It turns out that this is given by the following expression:

nT

" = lim (1+7/n)"",

n—oo

where e is 2.7183. .., the base of natural logarithms.
This expression for continuous compounding is very convenient for calculations.
For example, let us verify the claim in the text that the optimal time to harvest
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the forest is when the rate of growth of the forest equals the interest rate. Since
the forest will be worth F(7T') at time 7', the present value of the forest harvested

at time T is
F(T)

erT

V(T) = =e "TR(T).

In order to maximize the present value, we differentiate this with respect to T
and set the resulting expression equal to zero. This yields

V(T)=e ""F(T) —re ™" F(T) =0

. F/(T) — rF(T) = 0.

This can be rearranged to establish the result:

This equation says that the optimal value of T satisfies the condition that the
rate of interest equals the rate of growth of the value of the forest.



CHAPTER 1 2

UNCERTAINTY

Uncertainty is a fact of life. People face risks every time they take a shower,
walk across the street, or make an investment. But there are financial insti-
tutions such as insurance markets and the stock market that can mitigate
at least some of these risks. We will study the functioning of these mar-
kets in the next chapter, but first we must study individual behavior with
respect to choices involving uncertainty.

12.1 Contingent Consumption

Since we now know all about the standard theory of consumer choice, let’s
try to use what we know to understand choice under uncertainty. The first
question to ask is what is the basic “thing” that is being chosen?

The consumer is presumably concerned with the probability distri-
bution of getting different consumption bundles of goods. A probability
distribution consists of a list of different outcomes—in this case, consump-
tion bundles—and the probability associated with each outcome. When a
consumer decides how much automobile insurance to buy or how much to
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invest in the stock market, he is in effect deciding on a pattern of probability
distribution across different amounts of consumption.

For example, suppose that you have $100 now and that you are con-
templating buying lottery ticket number 13. If number 13 is drawn in the
lottery, the holder will be paid $200. This ticket costs, say, $5. The two
outcomes that are of interest are the event that the ticket is drawn and the
event that it isn’t.

Your original endowment of wealth—the amount that you would have if
you did not purchase the lottery ticket—is $100 if 13 is drawn, and $100
if it isn’t drawn. But if you buy the lottery ticket for $5, you will have
a wealth distribution consisting of $295 if the ticket is a winner, and $95
if it is not a winner. The original endowment of probabilities of wealth
in different circumstances has been changed by the purchase of the lottery
ticket. Let us examine this point in more detail.

In this discussion we’ll restrict ourselves to examining monetary gambles
for convenience of exposition. Of course, it is not money alone that mat-
ters; it is the consumption that money can buy that is the ultimate “good”
being chosen. The same principles apply to gambles over goods, but re-
stricting ourselves to monetary outcomes makes things simpler. Second,
we will restrict ourselves to very simple situations where there are only a
few possible outcomes. Again, this is only for reasons of simplicity.

Above we described the case of gambling in a lottery; here we’ll consider
the case of insurance. Suppose that an individual initially has $35,000
worth of assets, but there is a possibility that he may lose $10,000. For
example, his car may be stolen, or a storm may damage his house. Suppose
that the probability of this event happening is p = .01. Then the probability
distribution the person is facing is a 1 percent probability of having $25,000
of assets, and a 99 percent probability of having $35,000.

Insurance offers a way to change this probability distribution. Suppose
that there is an insurance contract that will pay the person $100 if the loss
occurs in exchange for a $1 premium. Of course the premium must be paid
whether or not the loss occurs. If the person decides to purchase $10,000
dollars of insurance, it will cost him $100. In this case he will have a 1
percent chance of having $34,900 ($35,000 of other assets — $10,000 loss +
$10,000 payment from the insurance payment — $100 insurance premium)
and a 99 percent chance of having $34,900 ($35,000 of assets — $100 in-
surance premium). Thus the consumer ends up with the same wealth no
matter what happens. He is now fully insured against loss.

In general, if this person purchases K dollars of insurance and has to pay
a premium K, then he will face the gamble:!

probability .01 of getting $25,000 + K — vK

1 The Greek letter v, gamma, is pronounced “gam-ma.”
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and
probability .99 of getting $35,000 — v K.

What kind of insurance will this person choose? Well, that depends on
his preferences. He might be very conservative and choose to purchase a lot
of insurance, or he might like to take risks and not purchase any insurance
at all. People have different preferences over probability distributions in
the same way that they have different preferences over the consumption of
ordinary goods.

In fact, one very fruitful way to look at decision making under uncertainty
is just to think of the money available under different circumstances as
different goods. A thousand dollars after a large loss has occurred may
mean a very different thing from a thousand dollars when it hasn’t. Of
course, we don’t have to apply this idea just to money: an ice cream cone
if it happens to be hot and sunny tomorrow is a very different good from
an ice cream cone if it is rainy and cold. In general, consumption goods will
be of different value to a person depending upon the circumstances under
which they become available.

Let us think of the different outcomes of some random event as being
different states of nature. In the insurance example given above there
were two states of nature: the loss occurs or it doesn’t. But in general
there could be many different states of nature. We can then think of
a contingent consumption plan as being a specification of what will
be consumed in each different state of nature—each different outcome of
the random process. Contingent means depending on something not yet
certain, so a contingent consumption plan means a plan that depends on the
outcome of some event. In the case of insurance purchases, the contingent
consumption was described by the terms of the insurance contract: how
much money you would have if a loss occurred and how much you would
have if it didn’t. In the case of the rainy and sunny days, the contingent
consumption would just be the plan of what would be consumed given the
various outcomes of the weather.

People have preferences over different plans of consumption, just like
they have preferences over actual consumption. It certainly might make
you feel better now to know that you are fully insured. People make choices
that reflect their preferences over consumption in different circumstances,
and we can use the theory of choice that we have developed to analyze
those choices.

If we think about a contingent consumption plan as being just an ordi-
nary consumption bundle, we are right back in the framework described in
the previous chapters. We can think of preferences as being defined over
different consumption plans, with the “terms of trade” being given by the
budget constraint. We can then model the consumer as choosing the best
consumption plan he or she can afford, just as we have done all along.
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Let’s describe the insurance purchase in terms of the indifference-curve
analysis we’ve been using. The two states of nature are the event that the
loss occurs and the event that it doesn’t. The contingent consumptions are
the values of how much money you would have in each circumstance. We
can plot this on a graph as in Figure 12.1.

Cg
Endowment
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$25,000 $25,000 + K —yK Gy

Insurance. The budget line associated with the purchase of
insurance. The insurance premium v allows us to give up some
consumption in the good outcome (Cy) in order to have more
consumption in the bad outcome (Cp).

Your endowment of contingent consumption is $25,000 in the “bad”
state—if the loss occurs—and $35,000 in the “good” state—if it doesn’t
occur. Insurance offers you a way to move away from this endowment
point. If you purchase K dollars’ worth of insurance, you give up vK dol-
lars of consumption possibilities in the good state in exchange for K — v K
dollars of consumption possibilities in the bad state. Thus the consumption
you lose in the good state, divided by the extra consumption you gain in

the bad state, is
AC, K ¥
AC, K-~vK  1—-~
This is the slope of the budget line through your endowment. It is just
as if the price of consumption in the good state is 1 — « and the price in

the bad state is .
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We can draw in the indifference curves that a person might have for con-
tingent consumption. Here again it is very natural for indifference curves
to have a convex shape: this means that the person would rather have a
constant amount of consumption in each state than a large amount in one
state and a low amount in the other.

Given the indifference curves for consumption in each state of nature,
we can look at the choice of how much insurance to purchase. As usual,
this will be characterized by a tangency condition: the marginal rate of
substitution between consumption in each state of nature should be equal
to the price at which you can trade off consumption in those states.

Of course, once we have a model of optimal choice, we can apply all of
the machinery developed in early chapters to its analysis. We can examine
how the demand for insurance changes as the price of insurance changes,
as the wealth of the consumer changes, and so on. The theory of consumer
behavior is perfectly adequate to model behavior under uncertainty as well
as certainty.

EXAMPLE: Catastrophe Bonds

We have seen that insurance is a way to transfer wealth from good states
of nature to bad states of nature. Of course there are two sides to these
transactions: those who buy insurance and those who sell it. Here we focus
on the sell side of insurance.

The sell side of the insurance market is divided into a retail component,
which deals directly with end buyers, and a wholesale component, in which
insurers sell risks to other parties. The wholesale part of the market is
known as the reinsurance market.

Typically, the reinsurance market has relied on large investors such as
pension funds to provide financial backing for risks. However, some rein-
surers rely on large individual investors. Lloyd’s of London, one of the most
famous reinsurance consortia, generally uses private investors.

Recently, the reinsurance industry has been experimenting with catas-
trophe bonds, which, according to some, are a more flexible way to pro-
vide reinsurance. These bonds, generally sold to large institutions, have
typically been tied to natural disasters, like earthquakes or hurricanes.

A financial intermediary, such as a reinsurance company or an invest-
ment bank, issues a bond tied to a particular insurable event, such as an
earthquake involving, say, at least $500 million in insurance claims. If
there is no earthquake, investors are paid a generous interest rate. But if
the earthquake occurs and the claims exceed the amount specified in the
bond, investors sacrifice their principal and interest.

Catastrophe bonds have some attractive features. They can spread risks
widely and can be subdivided indefinitely, allowing each investor to bear
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only a small part of the risk. The money backing up the insurance is paid
in advance, so there is no default risk to the insured.

From the economist’s point of view, “cat bonds” are a form of state
contingent security, that is, a security that pays off if and only if some
particular event occurs. This concept was first introduced by Nobel laure-
ate Kenneth J. Arrow in a paper published in 1952 and was long thought
to be of only theoretical interest. But it turned out that all sorts of options
and other derivatives could be best understood using contingent securi-
ties. Now Wall Street rocket scientists draw on this 50-year-old work when
creating exotic new derivatives such as catastrophe bonds.

12.2 Utility Functions and Probabilities

If the consumer has reasonable preferences about consumption in different
circumstances, then we will be able to use a utility function to describe these
preferences, just as we have done in other contexts. However, the fact that
we are considering choice under uncertainty does add a special structure
to the choice problem. In general, how a person values consumption in one
state as compared to another will depend on the probability that the state
in question will actually occur. In other words, the rate at which I am
willing to substitute consumption if it rains for consumption if it doesn’t
should have something to do with how likely I think it is to rain. The
preferences for consumption in different states of nature will depend on the
beliefs of the individual about how likely those states are.

For this reason, we will write the utility function as depending on the
probabilities as well as on the consumption levels. Suppose that we are
considering two mutually exclusive states such as rain and shine, loss or
no loss, or whatever. Let ¢; and cs represent consumption in states 1 and
2, and let m; and 7o be the probabilities that state 1 or state 2 actually
oceurs.

If the two states are mutually exclusive, so that only one of them can
happen, then m5 = 1 — ;. But we’ll generally write out both probabilities
just to keep things looking symmetric.

Given this notation, we can write the utility function for consumption in
states 1 and 2 as u(cy, ca,m1,m2). This is the function that represents the
individual’s preference over consumption in each state.

EXAMPLE: Some Examples of Utility Functions

We can use nearly any of the examples of utility functions that we’ve seen
up until now in the context of choice under uncertainty. One nice exam-
ple is the case of perfect substitutes. Here it is natural to weight each
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consumption by the probability that it will occur. This gives us a utility
function of the form

u(er, 2, M1, M) = WC1 + MaCo.

In the context of uncertainty, this kind of expression is known as the ex-
pected value. It is just the average level of consumption that you would
get.

Another example of a utility function that might be used to examine
choice under uncertainty is the Cobb—Douglas utility function:

_ o 1—7
u(ey, e, m 1 —m) = cley

Here the utility attached to any combination of consumption bundles de-
pends on the pattern of consumption in a nonlinear way.

As usual, we can take a monotonic transformation of utility and still
represent the same preferences. It turns out that the logarithm of the
Cobb-Douglas utility will be very convenient in what follows. This will
give us a utility function of the form

Inu(eq, e, mp,me) = w1 lney + molnes.

12.3 Expected Utility

One particularly convenient form that the utility function might take is the
following:
u(ey, eq,m,me) = mu(er) + mav(ca).

This says that utility can be written as a weighted sum of some function
of consumption in each state, v(cy) and v(ey), where the weights are given
by the probabilities 7 and 5.

Two examples of this were given above. The perfect substitutes, or
expected value utility function, had this form where v(¢) = ¢. The Cobb-
Douglas didn’t have this form originally, but when we expressed it in terms
of logs, it had the linear form with v(c) = Inec.

If one of the states is certain, so that m; = 1, say, then v(cy) is the utility
of certain consumption in state 1. Similarly, if 7o = 1, v(c2) is the utility
of consumption in state 2. Thus the expression

7T1’U(Cl) + 7T2’U(CQ)

represents the average utility, or the expected utility, of the pattern of
consumption (¢, c2).



224 UNCERTAINTY (Ch. 12)

For this reason, we refer to a utility function with the particular form
described here as an expected utility function, or, sometimes, a von
Neumann-Morgenstern utility function.?

When we say that a consumer’s preferences can be represented by an
expected utility function, or that the consumer’s preferences have the ex-
pected utility property, we mean that we can choose a utility function that
has the additive form described above. Of course we could also choose a dif-
ferent form; any monotonic transformation of an expected utility function
is a utility function that describes the same preferences. But the additive
form representation turns out to be especially convenient. If the consumer’s
preferences are described by 7 Inc; 4+ mo Inco they will also be described
by ¢]'c5?. But the latter representation does not have the expected utility
property, while the former does.

On the other hand, the expected utility function can be subjected to
some kinds of monotonic transformation and still have the expected utility
property. We say that a function v(u) is a positive affine transfor-
mation if it can be written in the form: v(u) = au + b where a > 0. A
positive affine transformation simply means multiplying by a positive num-
ber and adding a constant. It turns out that if you subject an expected
utility function to a positive affine transformation, it not only represents
the same preferences (this is obvious since an affine transformation is just a
special kind of monotonic transformation) but it also still has the expected
utility property.

Economists say that an expected utility function is “unique up to an
affine transformation.” This just means that you can apply an affine trans-
formation to it and get another expected utility function that represents
the same preferences. But any other kind of transformation will destroy
the expected utility property.

12.4 Why Expected Utility Is Reasonable

The expected utility representation is a convenient one, but is it a rea-
sonable one? Why would we think that preferences over uncertain choices
would have the particular structure implied by the expected utility func-
tion? As it turns out there are compelling reasons why expected utility is
a reasonable objective for choice problems in the face of uncertainty.

The fact that outcomes of the random choice are consumption goods
that will be consumed in different circumstances means that ultimately
only one of those outcomes is actually going to occur. Either your house

2 John von Neumann was one of the major figures in mathematics in the twentieth
century. He also contributed several important insights to physics, computer science,
and economic theory. Oscar Morgenstern was an economist at Princeton who, along
with von Neumann, helped to develop mathematical game theory.
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will burn down or it won’t; either it will be a rainy day or a sunny day. The
way we have set up the choice problem means that only one of the many
possible outcomes is going to occur, and hence only one of the contingent
consumption plans will actually be realized.

This turns out to have a very interesting implication. Suppose you are
considering purchasing fire insurance on your house for the coming year. In
making this choice you will be concerned about wealth in three situations:
your wealth now (cg), your wealth if your house burns down (¢ ), and your
wealth if it doesn’t (¢2). (Of course, what you really care about are your
consumption possibilities in each outcome, but we are simply using wealth
as a proxy for consumption here.) If 7 is the probability that your house
burns down and 7 is the probability that it doesn’t, then your preferences
over these three different consumptions can generally be represented by a
utility function u(my, mwa, o, c1, ¢2).

Suppose that we are considering the tradeoff between wealth now and
one of the possible outcomes—say, how much money we would be willing
to sacrifice now to get a little more money if the house burns down. Then
this decision should be independent of how much consumption you will have
in the other state of nature—how much wealth you will have if the house
is not destroyed. For the house will either burn down or it won’t. If it
happens to burn down, then the value of extra wealth shouldn’t depend
on how much wealth you would have if it didn’t burn down. Bygones are
bygones—so what doesn’t happen shouldn’t affect the value of consumption
in the outcome that does happen.

Note that this is an assumption about an individual’s preferences. It may
be violated. When people are considering a choice between two things, the
amount of a third thing they have typically matters. The choice between
coffee and tea may well depend on how much cream you have. But this
is because you consume coffee together with cream. If you considered a
choice where you rolled a die and got either coffee, or tea, or cream, then
the amount of cream that you might get shouldn’t affect your preferences
between coffee and tea. Why? Because you are either getting one thing or
the other: if you end up with cream, the fact that you might have gotten
either coffee or tea is irrelevant.

Thus in choice under uncertainty there is a natural kind of “indepen-
dence” between the different outcomes because they must be consumed
separately—in different states of nature. The choices that people plan to
make in one state of nature should be independent from the choices that
they plan to make in other states of nature. This assumption is known as
the independence assumption. It turns out that this implies that the
utility function for contingent consumption will take a very special struc-
ture: it has to be additive across the different contingent consumption
bundles.

That is, if ¢1, co, and c3 are the consumptions in different states of nature,
and mp, 7o, and 73 are the probabilities that these three different states of
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nature materialize, then if the independence assumption alluded to above
is satisfied, the utility function must take the form

Ulcy,ca,c3) = mu(cr) + mou(ea) + mau(es).

This is what we have called an expected utility function. Note that the
expected utility function does indeed satisfy the property that the marginal
rate of substitution between two goods is independent of how much there
is of the third good. The marginal rate of substitution between goods 1
and 2, say, takes the form

AU(Cl,CQ,Cg,)/ACl
_AU(01,02,03)/A02
 mAu(er)/Acy
T mAu(er)/Acy

MRS;2 =

This MRS depends only on how much you have of goods 1 and 2, not
how much you have of good 3.

12.5 Risk Aversion

We claimed above that the expected utility function had some very con-
venient properties for analyzing choice under uncertainty. In this section
we’ll give an example of this.

Let’s apply the expected utility framework to a simple choice problem.
Suppose that a consumer currently has $10 of wealth and is contemplating
a gamble that gives him a 50 percent probability of winning $5 and a
50 percent probability of losing $5. His wealth will therefore be random:
he has a 50 percent probability of ending up with $5 and a 50 percent
probability of ending up with $15. The expected value of his wealth is $10,
and the expected utility is

Su($15) + Lu($5).

This is depicted in Figure 12.2. The expected utility of wealth is the
average of the two numbers u($15) and u(85), labeled .5u(5) + .5u(15) in
the graph. We have also depicted the utility of the expected value of wealth,
which is labeled u($10). Note that in this diagram the expected utility of
wealth is less than the utility of the expected wealth. That is,

u (;15 + ;5) — u(10) > %u (15) + %u(5) .
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UTILITY

u(15)
u(10)
Su(5) + .5u(15)

u(wealth)

u(5)

WEALTH

Risk aversion. For a risk-averse consumer the utility of the
expected value of wealth, u(10), is greater than the expected
utility of wealth, .5u(5) + .5u(15).

In this case we say that the consumer is risk averse since he prefers
to have the expected value of his wealth rather than face the gamble. Of
course, it could happen that the preferences of the consumer were such
that he prefers a a random distribution of wealth to its expected value, in
which case we say that the consumer is a risk lover. An example is given
in Figure 12.3.

Note the difference between Figures 12.2 and 12.3. The risk-averse con-
sumer has a concave utility function—its slope gets flatter as wealth is in-
creased. The risk-loving consumer has a convez utility function—its slope
gets steeper as wealth increases. Thus the curvature of the utility function
measures the consumer’s attitude toward risk. In general, the more con-
cave the utility function, the more risk averse the consumer will be, and the
more convex the utility function, the more risk loving the consumer will be.

The intermediate case is that of a linear utility function. Here the con-
sumer is risk neutral: the expected utility of wealth is the utility of its
expected value. In this case the consumer doesn’t care about the riskiness
of his wealth at all—only about its expected value.

EXAMPLE: The Demand for Insurance

Let’s apply the expected utility structure to the demand for insurance that
we considered earlier. Recall that in that example the person had a wealth

Figure
12.2
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UTILITY

u (wealth)

u(15)

.5u(5) +.5u(15)
u(10)
u(5)

WEALTH

Risk loving. For a risk-loving consumer the expected utility
of wealth, .5u(5) + .5u(15), is greater than the utility of the
expected value of wealth, «(10).

of $35,000 and that he might incur a loss of $10,000. The probability of the
loss was 1 percent, and it cost him K to purchase K dollars of insurance.
By examining this choice problem using indifference curves we saw that
the optimal choice of insurance was determined by the condition that the
MRS between consumption in the two outcomes—Iloss or no loss—must be
equal to —y/(1 —~). Let m be the probability that the loss will occur, and
1 — 7 be the probability that it won’t occur.

Let state 1 be the situation involving no loss, so that the person’s wealth
in that state is

c1 = $35,000 — vK,

and let state 2 be the loss situation with wealth
co = $35,000 — $10,000 + K — vK.

Then the consumer’s optimal choice of insurance is determined by the
condition that his MRS between consumption in the two outcomes be equal
to the price ratio:

_ mAu(er)/Acs y
MRS = (1—m)Au(c1)/Acy 1—7 (12.1)

Now let us look at the insurance contract from the viewpoint of the
insurance company. With probability 7 they must pay out K, and with
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probability (1 — ) they pay out nothing. No matter what happens, they
collect the premium K. Then the expected profit, P, of the insurance
company is

P=yK —-7K—-(1-m)-0=~vK — 7K.

Let us suppose that on the average the insurance company just breaks
even on the contract. That is, they offer insurance at a “fair” rate, where
“fair” means that the expected value of the insurance is just equal to its
cost. Then we have

P=~K — 7K =0,

which implies that v = .
Inserting this into equation (12.1) we have

mAu(ca)/Acy T

(1 —7m)Au(cy)/Ac; 1 —7°

Canceling the 7’s leaves us with the condition that the optimal amount of
insurance must satisfy

Aulcr) _ Au(ca)

. 12.2
Acl ACQ ( )

This equation says that the marginal utility of an extra dollar of income if
the loss occurs should be equal to the marginal utility of an extra dollar of
income if the loss doesn’t occur.

Let us suppose that the consumer is risk averse, so that his marginal
utility of money is declining as the amount of money he has increases.
Then if ¢; > co, the marginal utility at ¢; would be less than the marginal
utility at co, and vice versa. Furthermore, if the marginal utilities of income
are equal at ¢; and cg, as they are in equation (12.2), then we must have
c1 = co. Applying the formulas for ¢; and co, we find

35,000 — vK = 25,000 + K — 7K,

which implies that K = $10,000. This means that when given a chance
to buy insurance at a “fair” premium, a risk-averse consumer will always
choose to fully insure.

This happens because the utility of wealth in each state depends only on
the total amount of wealth the consumer has in that state—and not what
he might have in some other state—so that if the total amounts of wealth
the consumer has in each state are equal, the marginal utilities of wealth
must be equal as well.

To sum up: if the consumer is a risk-averse, expected utility maximizer
and if he is offered fair insurance against a loss, then he will optimally
choose to fully insure.
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12.6 Diversification

Let us turn now to a different topic involving uncertainty—the benefits
of diversification. Suppose that you are considering investing $100 in two
different companies, one that makes sunglasses and one that makes rain-
coats. The long-range weather forecasters have told you that next summer
is equally likely to be rainy or sunny. How should you invest your money?

Wouldn’t it make sense to hedge your bets and put some money in each?
By diversifying your holdings of the two investments, you can get a return
on your investment that is more certain, and therefore more desirable if
you are a risk-averse person.

Suppose, for example, that shares of the raincoat company and the sun-
glasses company currently sell for $10 apiece. If it is a rainy summer, the
raincoat company will be worth $20 and the sunglasses company will be
worth $5. If it is a sunny summer, the payoffs are reversed: the sunglasses
company will be worth $20 and the raincoat company will be worth $5. If
you invest your entire $100 in the sunglasses company, you are taking a
gamble that has a 50 percent chance of giving you $200 and a 50 percent
chance of giving you $50. The same magnitude of payoffs results if you
invest, all your money in the sunglasses company: in either case you have
an expected payoff of $125.

But look what happens if you put half of your money in each. Then,
if it is sunny you get $100 from the sunglasses investment and $25 from
the raincoat investment. But if it is rainy, you get $100 from the raincoat
investment and $25 from the sunglasses investment. Either way, you end up
with $125 for sure. By diversifying your investment in the two companies,
you have managed to reduce the overall risk of your investment, while
keeping the expected payoff the same.

Diversification was quite easy in this example: the two assets were per-
fectly negatively correlated—when one went up, the other went down. Pairs
of assets like this can be extremely valuable because they can reduce risk
so dramatically. But, alas, they are also very hard to find. Most asset
values move together: when GM stock is high, so is Ford stock, and so
is Goodrich stock. But as long as asset price movements are not perfectly
positively correlated, there will be some gains from diversification.

12.7 Risk Spreading

Let us return now to the example of insurance. There we considered the
situation of an individual who had $35,000 and faced a .01 probability of
a $10,000 loss. Suppose that there were 1000 such individuals. Then, on
average, there would be 10 losses incurred, and thus $100,000 lost each year.
Each of the 1000 people would face an expected loss of .01 times $10,000, or
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$100 a year. Let us suppose that the probability that any person incurs a
loss doesn’t affect the probability that any of the others incur losses. That
is, let us suppose that the risks are independent.

Then each individual will have an expected wealth of .99 x $35,000 +
.01 x $25,000 = $34, 900. But each individual also bears a large amount of
risk: each person has a 1 percent probability of losing $10,000.

Suppose that each consumer decides to diversify the risk that he or she
faces. How can they do this? Answer: by selling some of their risk to
other individuals. Suppose that the 1000 consumers decide to insure one
another. If anybody incurs the $10,000 loss, each of the 1000 consumers
will contribute $10 to that person. This way, the poor person whose house
burns down is compensated for his loss, and the other consumers have the
peace of mind that they will be compensated if that poor soul happens
to be themselves! This is an example of risk spreading: each consumer
spreads his risk over all of the other consumers and thereby reduces the
amount of risk he bears.

Now on the average, 10 houses will burn down a year, so on the average,
each of the 1000 individuals will be paying out $100 a year. But this is just
on the average. Some years there might be 12 losses, and other years there
might be 8 losses. The probability is very small that an individual would
actually have to pay out more than $200, say, in any one year, but even so,
the risk is there.

But there is even a way to diversify this risk. Suppose that the home-
owners agree to pay $100 a year for certain, whether or not there are any
losses. Then they can build up a cash reserve fund that can be used in
those years when there are multiple fires. They are paying $100 a year
for certain, and on average that money will be sufficient to compensate
homeowners for fires.

As you can see, we now have something very much like a cooperative
insurance company. We could add a few more features: the insurance
company gets to invest its cash reserve fund and earn interest on its assets,
and so on, but the essence of the insurance company is clearly present.

12.8 Role of the Stock Market

The stock market plays a role similar to that of the insurance market in
that it allows for risk spreading. Recall from Chapter 11 that we argued
that the stock market allowed the original owners of firms to convert their
stream of returns over time to a lump sum. Well, the stock market also
allows them to convert their risky position of having all their wealth tied
up in one enterprise to a situation where they have a lump sum that they
can invest in a variety of assets. The original owners of the firm have an
incentive to issue shares in their company so that they can spread the risk
of that single company over a large number of shareholders.
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Similarly, the later shareholders of a company can use the stock market
to reallocate their risks. If a company you hold shares in is adopting a
policy that is too risky for your taste—or too conservative—you can sell
those shares and purchase others.

In the case of insurance, an individual was able to reduce his risk to
zero by purchasing insurance. For a flat fee of $100, the individual could
purchase full insurance against the $10,000 loss. This was true because
there was basically no risk in the aggregate: if the probability of the loss
occurring was 1 percent, then on average 10 of the 1000 people would face
a loss—we just didn’t know which ones.

In the case of the stock market, there is risk in the aggregate. One year
the stock market as a whole might do well, and another year it might do
poorly. Somebody has to bear that kind of risk. The stock market offers a
way to transfer risky investments from people who don’t want to bear risk
to people who are willing to bear risk.

Of course, few people outside of Las Vegas like to bear risk: most people
are risk averse. Thus the stock market allows people to transfer risk from
people who don’t want to bear it to people who are willing to bear it if
they are sufficiently compensated for it. We’ll explore this idea further in
the next chapter.

Summary

1. Consumption in different states of nature can be viewed as consumption
goods, and all the analysis of previous chapters can be applied to choice
under uncertainty.

2. However, the utility function that summarizes choice behavior under
uncertainty may have a special structure. In particular, if the utility func-
tion is linear in the probabilities, then the utility assigned to a gamble will
just be the expected utility of the various outcomes.

3. The curvature of the expected utility function describes the consumer’s
attitudes toward risk. If it is concave, the consumer is a risk averter; and
if it is convex, the consumer is a risk lover.

4. Financial institutions such as insurance markets and the stock market
provide ways for consumers to diversify and spread risks.

REVIEW QUESTIONS

1. How can one reach the consumption points to the left of the endowment
in Figure 12.17
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2. Which of the following utility functions have the expected utility prop-
erty? (a) u(ey,co,m1,m2) = a(mic; + maca), (b) u(cy, co,m,m) = me +
7(-26%, (C) ’U,(Cl,CQ,’/Tl,’iTQ) =T ln01 + o 11162 + 17.

3. A risk-averse individual is offered a choice between a gamble that pays
$1000 with a probability of 25% and $100 with a probability of 75%, or a
payment of $325. Which would he choose?

4. What if the payment was $3207?

5. Draw a utility function that exhibits risk-loving behavior for small gam-
bles and risk-averse behavior for larger gambles.

6. Why might a neighborhood group have a harder time self insuring for
flood damage versus fire damage?

APPENDIX

Let us examine a simple problem to demonstrate the principles of expected utility
maximization. Suppose that the consumer has some wealth w and is considering
investing some amount z in a risky asset. This asset could earn a return of r4 in
the “good” outcome, or it could earn a return of 7, in the “bad” outcome. You
should think of r, as being a positive return—the asset increases in value, and
rp being a negative return—a decrease in asset value.

Thus the consumer’s wealth in the good and bad outcomes will be

We=(w—-—2x)+z(l+ry) =w+ar,
Wy =(w—2z)+z(1+ry) =w+ xrp.

Suppose that the good outcome occurs with probability 7 and the bad outcome
with probability (1 — 7). Then the expected utility if the consumer decides to
invest x dollars is

EU(z) = mu(w + xryg) + (1 — m)u(w + zrp).

The consumer wants to choose = so as to maximize this expression.
Differentiating with respect to x, we find the way in which utility changes as
x changes:
BU'(z) = v’ (w + xry)ry + (1 — m)u' (w + ary) . (12.3)

The second derivative of utility with respect to x is
EU"(z) = mu" (w + zrg)re + (1 — m)u” (w + 2ry)rp. (12.4)

If the consumer is risk averse his utility function will be concave, which implies
that u” (w) < 0 for every level of wealth. Thus the second derivative of expected
utility is unambiguously negative. Expected utility will be a concave function
of z.
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Consider the change in expected utility for the first dollar invested in the risky

asset. This is just equation (12.3) with the derivative evaluated at z = 0:
EU'(0) = 7/ (w)rg + (1 — 7)u’ (w)r
=/ (w)[rry + (1 — 7)rp).

The expression inside the brackets is the expected return on the asset. If
the expected return on the asset is negative, then expected utility must decrease
when the first dollar is invested in the asset. But since the second derivative
of expected utility is negative due to concavity, then utility must continue to
decrease as additional dollars are invested.

Hence we have found that if the expected value of a gamble is negative, a risk
averter will have the highest ezpected utility at ™ = 0: he will want no part of a
losing proposition.

On the other hand, if the expected return on the asset is positive, then in-
creasing x from zero will increase expected utility. Thus he will always want to
invest a little bit in the risky asset, no matter how risk averse he is.

Expected utility as a function of z is illustrated in Figure 12.4. In Figure 12.4A
the expected return is negative, and the optimal choice is * = 0. In Figure 12.4B
the expected return is positive over some range, so the consumer wants to invest
some positive amount z* in the risky asset.

EXPECTED EXPECTED
UTILITY UTILITY

x*=0 INVESTMENT et INVESTMENT
A B
How much to invest in the risky asset. In panel A, the optimal

investment is zero, but in panel B the consumer wants to invest a
positive amount.

The optimal amount for the consumer to invest will be determined by the
condition that the derivative of expected utility with respect to x be equal to zero.
Since the second derivative of utility is automatically negative due to concavity,
this will be a global maximum.

Setting (12.3) equal to zero we have

EU'(z) = 7/ (w + xry)ry + (1 — m)u' (w + 2ry)re = 0. (12.5)

This equation determines the optimal choice of x for the consumer in question.
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EXAMPLE: The Effect of Taxation on Investment in Risky Assets

How does the level of investment in a risky asset behave when you tax its return?
If the individual pays taxes at rate t, then the after-tax returns will be (1 — ¢)rg
and (1 —t)ry. Thus the first-order condition determining his optimal investment,
x, will be

EU'(z) = 7’ (w+ 2(1 — t)rg) (1 — )rg + (1 — m)u' (w + 2(1 — t)73) (1 — t)rp = 0.
Canceling the (1 — t) terms, we have
EU'(z) = mu'(w+ z(1 — t)rg)rg + (1 — m)u' (w + z(1 — t)rp)r, = 0. (12.6)

Let us denote the solution to the maximization problem without taxes—when
t = 0—by z* and denote the solution to the maximization problem with taxes
by Z. What is the relationship between ™ and 7

Your first impulse is probably to think that z* > Z—that taxation of a risky
asset will tend to discourage investment in it. But that turns out to be exactly
wrong! Taxing a risky asset in the way we described will actually encourage
investment in it!

In fact, there is an exact relation between z* and &. It must be the case that

=1

The proof is simply to note that this value of Z satisfies the first-order condition

for the optimal choice in the presence of the tax. Substituting this choice into
equation (12.6) we have

o

EU'(3) = mu/(w + T3

(1 =t)rg)rg

+ (1= m (w+ T (L= D)

=7u' (0w + " rg)rg + (1 — m)u' (w + )y = 0,

where the last equality follows from the fact that ™ is the optimal solution when
there is no tax.

What is going on here? How can imposing a tax increase the amount of
investment in the risky asset? Here is what is happening. When the tax is
imposed, the individual will have less of a gain in the good state, but he will
also have less of a loss in the bad state. By scaling his original investment up
by 1/(1 — t) the consumer can reproduce the same after-tax returns that he had
before the tax was put in place. The tax reduces his expected return, but it also
reduces his risk: by increasing his investment the consumer can get exactly the
same pattern of returns he had before and thus completely offset the effect of the
tax. A tax on a risky investment represents a tax on the gain when the return is
positive—but it represents a subsidy on the loss when the return is negative.



CHAPTER 1 3

RISKY
ASSETS

In the last chapter we examined a model of individual behavior under
uncertainty and the role of two economic institutions for dealing with un-
certainty: insurance markets and stock markets. In this chapter we will
further explore how stock markets serve to allocate risk. In order to do
this, it is convenient to consider a simplified model of behavior under un-
certainty.

13.1 Mean-Variance Ultility

In the last chapter we examined the expected utility model of choice under
uncertainty. Another approach to choice under uncertainty is to describe
the probability distributions that are the objects of choice by a few param-
eters and think of the utility function as being defined over those param-
eters. The most popular example of this approach is the mean-variance
model. Instead of thinking that a consumer’s preferences depend on the
entire probability distribution of his wealth over every possible outcome,
we suppose that his preferences can be well described by considering just
a few summary statistics about the probability distribution of his wealth.
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Let us suppose that a random variable w takes on the values w, for
s =1,...,5 with probability ms. The mean of a probability distribution
is simply its average value:

S
M = § TsWg.
s=1

This is the formula for an average: take each outcome w,, weight it by the
probability that it occurs, and sum it up over all outcomes.!
The variance of a probability distribution is the average value of (w —

fw)?:
Z 7Ts s ,uw

The variance measures the “spread” of the distribution and is a reasonable
measure of the riskiness involved. A closely related measure is the stan-
dard deviation, denoted by o,,, which is the square root of the variance:
G = /2.

The mean of a probability distribution measures its average value—what
the distribution is centered around. The variance of the distribution mea-
sures the “spread” of the distribution—how spread out it is around the
mean. See Figure 13.1 for a graphical depiction of probability distributions
with different means and variances.

The mean-variance model assumes that the utility of a probability dis-
tribution that gives the investor wealth w, with a probability of my can
be expressed as a function of the mean and variance of that distribution,

U, 02). Or, if it is more convenient, the utility can be expressed as a
function of the mean and standard dev1at10n7 (o, 0y ). Since both vari-
ance and standard deviation are measures of the riskiness of the wealth
distribution, we can think of utility as depending on either one.

This model can be thought of as a simplification of the expected utility
model described in the preceding chapter. If the choices that are being
made can be completely characterized in terms of their mean and vari-
ance, then a utility function for mean and variance will be able to rank
choices in the same way that an expected utility function will rank them.
Furthermore, even if the probability distributions cannot be completely
characterized by their means and variances, the mean-variance model may
well serve as a reasonable approximation to the expected utility model.

We will make the natural assumption that a higher expected return is
good, other things being equal, and that a higher variance is bad. This
is simply another way to state the assumption that people are typically
averse to risk.

L The Greek letter x, mu, is pronounced “mew.” The Greek letter o, sigma, is pro-
nounced “sig-ma.”
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0 RETURN 0 RETURN

Mean and variance. The probability distribution depicted in
panel A has a positive mean, while that depicted in panel B has
a negative mean. The distribution in panel A is more “spread
out” than the one in panel B, which means that it has a larger
variance.

Let us use the mean-variance model to analyze a simple portfolio prob-
lem. Suppose that you can invest in two different assets. One of them,
the risk-free asset, always pays a fixed rate of return, ry. This would be
something like a Treasury bill that pays a fixed rate of interest regardless
of what happens.

The other asset is a risky asset. Think of this asset as being an invest-
ment in a large mutual fund that buys stocks. If the stock market does
well, then your investment will do well. If the stock market does poorly,
your investment will do poorly. Let m, be the return on this asset if state
s occurs, and let w4 be the probability that state s will occur. We’ll use
rm to denote the expected return of the risky asset and o, to denote the
standard deviation of its return.

Of course you don’t have to choose one or the other of these assets;
typically you’ll be able to divide your wealth between the two. If you hold
a fraction of your wealth x in the risky asset, and a fraction (1 — ) in the
risk-free asset, the expected return on your portfolio will be given by

S

Ty = Z(mms + (1 —a)re)ms

s=1

_mesws 1—x erWS

Since Y ms = 1, we have

Ty = &y + (1 — 2)rf.
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ing a larger expected return in terms of the increased standard 13.2

deviation of the return. At the optimal choice the indifference
curve must be tangent to this budget line.

Thus the expected return on the portfolio is a weighted average of the two
expected returns.
The variance of your portfolio return will be given by
s
02 = Z(Jcms + (1 —2)rp —1ry)?ms.
s=1

Substituting for r,, this becomes
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Thus the standard deviation of the portfolio return is given by
Or =\ 2202, = xOop.

It is natural to assume that r,, > ry, since a risk-averse investor would
never hold the risky asset if it had a lower expected return than the risk-
free asset. It follows that if you choose to devote a higher fraction of your
wealth to the risky asset, you will get a higher expected return, but you
will also incur higher risk. This is depicted in Figure 13.2.
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If you set x = 1 you will put all of your money in the risky asset and you
will have an expected return and standard deviation of (r,,0,,). If you
set x = 0 you will put all of your wealth in the sure asset and you have an
expected return and standard deviation of (rf,0). If you set « somewhere
between 0 and 1, you will end up somewhere in the middle of the line
connecting these two points. This line gives us a budget line describing the
market tradeoff between risk and return.

Since we are assuming that people’s preferences depend only on the mean
and variance of their wealth, we can draw indifference curves that illustrate
an individual’s preferences for risk and return. If people are risk averse,
then a higher expected return makes them better off and a higher standard
deviation makes them worse off. This means that standard deviation is a
“bad.” It follows that the indifference curves will have a positive slope, as
shown in Figure 13.2.

At the optimal choice of risk and return the slope of the indifference
curve has to equal the slope of the budget line in Figure 13.2. We might
call this slope the price of risk since it measures how risk and return can
be traded off in making portfolio choices. From inspection of Figure 13.2
the price of risk is given by

Tm —Tf
= —. 13.1
P - (13.1)

So our optimal portfolio choice between the sure and the risky asset could
be characterized by saying that the marginal rate of substitution between
risk and return must be equal to the price of risk:

AU/Ac 1y — 15

MRS = — = . 13.2
RS AU/Ap Om (13.2)

Now suppose that there are many individuals who are choosing between
these two assets. Each one of them has to have his marginal rate of substi-
tution equal to the price of risk. Thus in equilibrium all of the individuals’
MRSs will be equal: when people are given sufficient opportunities to trade
risks, the equilibrium price of risk will be equal across individuals. Risk is
like any other good in this respect.

We can use the ideas that we have developed in earlier chapters to ex-
amine how choices change as the parameters of the problem change. All
of the framework of normal goods, inferior goods, revealed preference, and
so on can be brought to bear on this model. For example, suppose that an
individual is offered a choice of a new risky asset y that has a mean return
of ry, say, and a standard deviation of o, as illustrated in Figure 13.3.

If offered the choice between investing in = and investing in y, which will
the consumer choose? The original budget set and the new budget set are
both depicted in Figure 13.3. Note that every choice of risk and return
that was possible in the original budget set is possible with the new budget
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return combination y is preferred to the one with combination z. 13.3

set since the new budget set contains the old one. Thus investing in the
asset y and the risk-free asset is definitely better than investing in x and
the risk-free asset, since the consumer can choose a better final portfolio.

The fact that the consumer can choose how much of the risky asset he
wants to hold is very important for this argument. If this were an “all
or nothing” choice where the consumer was compelled to invest all of his
money in either x or y, we would get a very different outcome. In the
example depicted in Figure 13.3, the consumer would prefer investing all
of his money in x to investing all of his money in y, since x lies on a
higher indifference curve than y. But if he can mix the risky asset with the
risk-free asset, he would always prefer to mix with y rather than to mix
with x.

13.2 Measuring Risk

We have a model above that describes the price of risk ... but how do we
measure the amount of risk in an asset? The first thing that you would
probably think of is the standard deviation of an asset’s return. After all,
we are assuming that utility depends on the mean and variance of wealth,
aren’t we?

In the above example, where there is only one risky asset, that is exactly
right: the amount of risk in the risky asset is its standard deviation. But if
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there are many risky assets, the standard deviation is not an appropriate
measure for the amount of risk in an asset.

This is because a consumer’s utility depends on the mean and variance of
total wealth—mot the mean and variance of any single asset that he might
hold. What matters is how the returns of the various assets a consumer
holds interact to create a mean and variance of his wealth. As in the rest
of economics, it is the marginal impact of a given asset on total utility
that determines its value, not the value of that asset held alone. Just as
the value of an extra cup of coffee may depend on how much cream is
available, the amount that someone would be willing to pay for an extra
share of a risky asset will depend on how it interacts with other assets in
his portfolio.

Suppose, for example, that you are considering purchasing two assets,
and you know that there are only two possible outcomes that can happen.
Asset A will be worth either $10 or —$5, and asset B will be worth either
—$5 or $10. But when asset A is worth $10, asset B will be worth —$5 and
vice versa. In other words the values of the two assets will be negatively
correlated: when one has a large value, the other will have a small value.

Suppose that the two outcomes are equally likely, so that the average
value of each asset will be $2.50. Then if you don’t care about risk at all
and you must hold one asset or the other, the most that you would be
willing to pay for either one would be $2.50—the expected value of each
asset. If you are averse to risk, you would be willing to pay even less than
$2.50.

But what if you can hold both assets? Then if you hold one share of
each asset, you will get $5 whichever outcome arises. Whenever one asset
is worth $10, the other is worth —$5. Thus, if you can hold both assets,
the amount that you would be willing to pay to purchase both assets would
be $5.

This example shows in a vivid way that the value of an asset will depend
in general on how it is correlated with other assets. Assets that move in
opposite directions—that are negatively correlated with each other—are
very valuable because they reduce overall risk. In general the value of an
asset tends to depend much more on the correlation of its return with other
assets than with its own variation. Thus the amount of risk in an asset
depends on its correlation with other assets.

It is convenient to measure the risk in an asset relative to the risk in the
stock market as a whole. We call the riskiness of a stock relative to the
risk of the market the beta of a stock, and denote it by the Greek letter
(. Thus, if i represents some particular stock, we write (; for its riskiness
relative to the market as a whole. Roughly speaking:

how risky asset @ is

Bi

~ how risky the stock market is’

If a stock has a beta of 1, then it is just as risky as the market as a whole;
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when the market moves up by 10 percent, this stock will, on the average,
move up by 10 percent. If a stock has a beta of less than 1, then when
the market moves up by 10 percent, the stock will move up by less than
10 percent. The beta of a stock can be estimated by statistical methods
to determine how sensitive the movements of one variable are relative to
another, and there are many investment advisory services that can provide
you with estimates of the beta of a stock.?

13.3 Counterparty Risk

Financial institutions loan money not just to individuals but to each other.
There is always the chance that one party to a loan may fail to repay the
loan, a risk known as counterparty risk.

To see how this works, imagine 3 banks, A, B, and C. Bank A owes B a
billion dollars, Bank B owes C a billion dollars, and Bank C owes bank A a
billion dollars. Now suppose that Bank A runs out of money and defaults
on its loan. Bank B is now out a billion dollars and may not be able to
pay C. Bank C, in turn, can’t pay A, pushing A even further in the hole.
This sort of effect is known as financial contagion or systemic risk. It
is a very simplified version of what happened to U.S. financial institutions
in the Fall of 2008.

What’s the solution? One way to deal with this sort of problem is to
have a “lender of last resort,” which is typically a central bank, such as
the U.S. Federal Reserve System. Bank A can go to the Federal Reserve
and request an emergency loan of a billion dollars. It now pays off its loan
from Bank B, which in turn pays Bank C, which in turn pays back Bank
A. Bank A now has sufficient assets to pay back the loan from the central
bank.

This is, of course, an overly simplified example. Initially, there was no net
debt among the three banks. If they had gotten together to compare assets
and liabilities, they would have certainly discovered that fact. However,
when assets and liabilities span thousands of financial institutions, it may
be difficult to determine net positions, which is why lenders of last resort
may be necessary.

13.4 Equilibrium in a Market for Risky Assets

We are now in a position to state the equilibrium condition for a market
with risky assets. Recall that in a market with only certain returns, we

2 The Greek letter 3, beta, is pronounced “bait-uh.” For those of you who know some
statistics, the beta of a stock is defined to be 8; = cov(7;, 7m)/var(#m). That is, §;
is the covariance of the return on the stock with the market return divided by the
variance of the market return.
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saw that all assets had to earn the same rate of return. Here we have a
similar principle: all assets, after adjusting for risk, have to earn the same
rate of return.

The catch is about adjusting for risk. How do we do that? The answer
comes from the analysis of optimal choice given earlier. Recall that we
considered the choice of an optimal portfolio that contained a riskless asset
and a risky asset. The risky asset was interpreted as being a mutual fund—
a diversified portfolio including many risky assets. In this section we’ll
suppose that this portfolio consists of all risky assets.

Then we can identify the expected return on this market portfolio of
risky assets with the market expected return, r,,, and identify the standard
deviation of the market return with the market risk, o,,. The return on
the safe asset is ry, the risk-free return.

We saw in equation (13.1) that the price of risk, p, is given by

Tm —Tf
Om

p:

We said above that the amount of risk in a given asset i relative to the
total risk in the market is denoted by ;. This means that to measure the
total amount of risk in asset ¢, we have to multiply by the market risk, o,,.
Thus the total risk in asset ¢ is given by B;0,,.

What is the cost of this risk? Just multiply the total amount of risk,
Bi0m, by the price of risk. This gives us the risk adjustment:

risk adjustment = 5;0,,p

'm —Tf
= ﬂiam
m

= Bi(rm —1¢).

Now we can state the equilibrium condition in markets for risky assets:
in equilibrium all assets should have the same risk-adjusted rate of return.
The logic is just like the logic used in Chapter 12: if one asset had a
higher risk-adjusted rate of return than another, everyone would want to
hold the asset with the higher risk-adjusted rate. Thus in equilibrium the
risk-adjusted rates of return must be equalized.

If there are two assets 7 and j that have expected returns r; and r;
and betas of 3; and 3;, we must have the following equation satisfied in
equilibrium:

ri = Bilrm —rg) =rj = Bi(rm — 7).

This equation says that in equilibrium the risk-adjusted returns on the two
assets must be the same—where the risk adjustment comes from multiply-
ing the total risk of the asset by the price of risk.

Another way to express this condition is to note the following. The risk-
free asset, by definition, must have 3; = 0. This is because it has zero risk,
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The market line. The market line depicts the combinations
of expected return and beta for assets held in equilibrium.

and (# measures the amount of risk in an asset. Thus for any asset i we
must have
i = Bi(rm —rp) =1p = By(rm — 1) =717
Rearranging, this equation says
ri =15+ Bi(rm —ry)

or that the expected return on any asset must be the risk-free return plus
the risk adjustment. This latter term reflects the extra return that people
demand in order to bear the risk that the asset embodies. This equation is

the main result of the Capital Asset Pricing Model (CAPM), which
has many uses in the study of financial markets.

13.5 How Returns Adjust

In studying asset markets under certainty, we showed how prices of assets
adjust to equalize returns. Let’s look at the same adjustment process here.

According to the model sketched out above, the expected return on any
asset should be the risk-free return plus the risk premium:

Ty =71y + Bi(rm — ’l”f).
In Figure 13.4 we have illustrated this line in a graph with the different
values of beta plotted along the horizontal axis and different expected re-
turns on the vertical axis. According to our model, all assets that are held

in equilibrium have to lie along this line. This line is called the market
line.
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What if some asset’s expected return and beta didn’t lie on the market
line? What would happen?
The expected return on the asset is the expected change in its price
divided by its current price:
r; = expected value of M.
Po

This is just like the definition we had before, with the addition of the word
“expected.” We have to include “expected” now since the price of the asset
tomorrow is uncertain.

Suppose that you found an asset whose expected return, adjusted for
risk, was higher than the risk-free rate:

ri = Bi(rm —7f) > 715

Then this asset is a very good deal. It is giving a higher risk-adjusted
return than the risk-free rate.

When people discover that this asset exists, they will want to buy it.
They might want to keep it for themselves, or they might want to buy it
and sell it to others, but since it is offering a better tradeoff between risk
and return than existing assets, there is certainly a market for it.

But as people attempt to buy this asset they will bid up today’s price:
po will rise. This means that the expected return r; = (p1 — po)/po will
fall. How far will it fall? Just enough to lower the expected rate of return
back down to the market line.

Thus it is a good deal to buy an asset that lies above the market line.
For when people discover that it has a higher return given its risk than
assets they currently hold, they will bid up the price of that asset.

This is all dependent on the hypothesis that people agree about the
amount of risk in various assets. If they disagree about the expected returns
or the betas of different assets, the model becomes much more complicated.

EXAMPLE: Value at Risk

It is sometimes of interest to determine the risk of a certain set of assets.
For example, suppose that a bank holds a particular portfolio of stocks. It
may want to estimate the probability that the portfolio will fall by more
than a million dollars on a given day. If this probability is 5% then we
say that the portfolio has a “one-day 5% value at risk of $1 million.”
Typically value at risk is computed for 1 day or 2 week periods, using loss
probabilities of 1% or 5%.

The theoretical idea of VaR is attractive. All the challenges lie in figuring
out ways to estimate it. But, as financial analyst Philippe Jorion has put
it, “[T]he greatest benefit of VaR lies in the imposition of a structured
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methodology for critically thinking about risk. Institutions that go through
the process of computing their VaR are forced to confront their exposure
to financial risks and to set up a proper risk management function. Thus
the process of getting to VaR may be as important as the number itself.”

The VaR is determined entirely by the probability distribution of the
value of the portfolio, and this depends on the correlation of the assets in
the portfolio. Typically, assets are positively correlated, so they all move
up or down at once. Even worse, the distribution of asset prices tends to
have “fat tails” so that there may be a relatively high probability of an
extreme price movement. Ideally, one would estimate VaR using a long
history of price movements. In practice, this is difficult to do, particularly
for new and exotic assets.

In the Fall of 2008 many financial institutions discovered that their VaR
estimates were severely flawed since asset prices dropped much more than
was anticipated. In part this was due to the fact that statistical estimates
were based on very small samples that were gathered during a stable period
of economic activity. The estimated values at risk understated the true risk
of the assets in question.

EXAMPLE: Ranking Mutual Funds

The Capital Asset Pricing Model can be used to compare different invest-
ments with respect to their risk and their return. One popular kind of
investment is a mutual fund. These are large organizations that accept
money from individual investors and use this money to buy and sell stocks
of companies. The profits made by such investments are then paid out to
the individual investors.

The advantage of a mutual fund is that you have professionals managing
your money. The disadvantage is they charge you for managing it. These
fees are usually not terribly large, however, and most small investors are
probably well advised to use a mutual fund.

But how do you choose a mutual fund in which to invest? You want one
with a high expected return of course, but you also probably want one with
a minimum amount of risk. The question is, how much risk are you willing
to tolerate to get that high expected return?

One thing that you might do is to look at the historical performance
of various mutual funds and calculate the average yearly return and the
beta—the amount of risk—of each mutual fund you are considering. Since
we haven’t discussed the precise definition of beta, you might find it hard
to calculate. But there are books where you can look up the historical
betas of mutual funds.

If you plotted the expected returns versus the betas, you would get a
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diagram similar to that depicted in Figure 13.5.% Note that the mutual
funds with high expected returns will generally have high risk. The high
expected returns are there to compensate people for bearing risk.

One interesting thing you can do with the mutual fund diagram is to
compare investing with professional managers to a very simple strategy
like investing part of your money in an index fund. There are several
indices of stock market activity like the Dow-Jones Industrial Average, or
the Standard and Poor’s Index, and so on. The indices are typically the
average returns on a given day of a certain group of stocks. The Standard
and Poor’s Index, for example, is based on the average performance of 500
large stocks in the United States.
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Mutual funds. Comparing the returns on mutual fund in-
vestment to the market line.

An index fund is a mutual fund that holds the stocks that make up such
an index. This means that you are guaranteed to get the average perfor-
mance of the stocks in the index, virtually by definition. Since holding the
average is not a very difficult thing to do—at least compared to trying to
beat the average—index funds typically have low management fees. Since
an index fund holds a very broad base of risky assets, it will have a beta

3 See Michael Jensen, “The Performance of Mutual Funds in the Period 1945-1964,”
Journal of Finance, 23 (May 1968), 389-416, for a more detailed discussion of how
to examine mutual fund performance using the tools we have sketched out in this
chapter. Mark Grinblatt and Sheridan Titman have examined more recent data
in “Mutual Fund Performance: An Analysis of Quarterly Portfolio Holdings,” The
Journal of Business, 62 (July 1989), 393-416.
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that is very close to 1—it will be just as risky as the market as a whole,
because the index fund holds nearly all the stocks in the market as a whole.

How does an index fund do as compared to the typical mutual fund?
Remember the comparison has to be made with respect to both risk and
return of the investment. One way to do this is to plot the expected return
and beta of a Standard and Poor’s Index fund, and draw the line connecting
it to the risk-free rate, as in Figure 13.5. You can get any combination of
risk and return on this line that you want just by deciding how much money
you want to invest in the risk-free asset and how much you want to invest
in the index fund.

Now let’s count the number of mutual funds that plot below this line.
These are mutual funds that offer risk and return combinations that are
dominated by those available by the index fund/risk-free asset combina-
tions. When this is done, it turns out that the vast majority of the risk-
return combinations offered by mutual funds are below the line. The num-
ber of funds that plot above the line is no more than could be expected by
chance alone.

But seen another way, this finding might not be too surprising. The stock
market is an incredibly competitive environment. People are always trying
to find undervalued stocks in order to purchase them. This means that on
average, stocks are usually trading for what they’re really worth. If that is
the case, then betting the averages is a pretty reasonable strategy—since
beating the averages is almost impossible.

Summary

1. We can use the budget set and indifference curve apparatus developed
earlier to examine the choice of how much money to invest in risky and
riskless assets.

2. The marginal rate of substitution between risk and return will have to
equal the slope of the budget line. This slope is known as the price of risk.

3. The amount of risk present in an asset depends to a large extent on its
correlation with other assets. An asset that moves opposite the direction
of other assets helps to reduce the overall risk of your portfolio.

4. The amount of risk in an asset relative to that of the market as a whole
is called the beta of the asset.

5. The fundamental equilibrium condition in asset markets is that risk-
adjusted returns have to be the same.

6. Counterparty risk, which is the risk that the other side of a transaction
will not pay, can also be an important risk factor.
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REVIEW QUESTIONS

1. If the risk-free rate of return is 6%, and if a risky asset is available with
a return of 9% and a standard deviation of 3%, what is the maximum rate
of return you can achieve if you are willing to accept a standard deviation
of 2%? What percentage of your wealth would have to be invested in the
risky asset?

2. What is the price of risk in the above exercise?

3. If a stock has a (3 of 1.5, the return on the market is 10%, and the risk-
free rate of return is 5%, what expected rate of return should this stock
offer according to the Capital Asset Pricing Model? If the expected value
of the stock is $100, what price should the stock be selling for today?



CHAPTER 1 4

CONSUMER’S
SURPLUS

In the preceding chapters we have seen how to derive a consumer’s demand
function from the underlying preferences or utility function. But in prac-
tice we are usually concerned with the reverse problem—how to estimate
preferences or utility from observed demand behavior.

We have already examined this problem in two other contexts. In Chap-
ter 5 we showed how one could estimate the parameters of a utility function
from observing demand behavior. In the Cobb-Douglas example used in
that chapter, we were able to estimate a utility function that described
the observed choice behavior simply by calculating the average expendi-
ture share of each good. The resulting utility function could then be used
to evaluate changes in consumption.

In Chapter 7 we described how to use revealed preference analysis to
recover estimates of the underlying preferences that may have generated
some observed choices. These estimated indifference curves can also be
used to evaluate changes in consumption.

In this chapter we will consider some more approaches to the problem
of estimating utility from observing demand behavior. Although some of
the methods we will examine are less general than the two methods we
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examined previously, they will turn out to be useful in several applications
that we will discuss later in the book.

We will start by reviewing a special case of demand behavior for which
it is very easy to recover an estimate of utility. Later we will consider more
general cases of preferences and demand behavior.

14.1 Demand for a Discrete Good

Let us start by reviewing demand for a discrete good with quasilinear
utility, as described in Chapter 6. Suppose that the utility function takes
the form v(x) +y and that the x-good is only available in integer amounts.
Let us think of the y-good as money to be spent on other goods and set its
price to 1. Let p be the price of the x-good.

We saw in Chapter 6 that in this case consumer behavior can be described
in terms of the reservation prices, r; = v(1) — v(0), r2 = v(2) — v(1), and
so on. The relationship between reservation prices and demand was very
simple: if n units of the discrete good are demanded, then r,, > p > 7, 41.

To verify this, let’s look at an example. Suppose that the consumer
chooses to consume 6 units of the x-good when its price is p. Then the
utility of consuming (6, m — 6p) must be at least as large as the utility of
consuming any other bundle (z, m — px):

v(6) +m — 6p > v(x) +m — px. (14.1)
In particular this inequality must hold for = 5, which gives us
v(6) +m — 6p > v(5) +m — 5p.

Rearranging, we have v(6) — v(5) = rg > p.
Equation (14.1) must also hold for z = 7. This gives us

v(6) +m —6p > v(7) +m — Tp,
which can be rearranged to yield

p > v(7) —v(6) =rr.

This argument shows that if 6 units of the x-good is demanded, then the
price of the x-good must lie between 1 and r7. In general, if n units of
the x-good are demanded at price p, then r, > p > r,11, as we wanted to
show. The list of reservation prices contains all the information necessary to
describe the demand behavior. The graph of the reservation prices forms a
“staircase” as shown in Figure 14.1. This staircase is precisely the demand
curve for the discrete good.



CONSTRUCTING UTILITY FROM DEMAND 253

14.2 Constructing Utility from Demand

We have just seen how to construct the demand curve given the reservation
prices or the utility function. But we can also do the same operation in
reverse. If we are given the demand curve, we can construct the utility
function—at least in the special case of quasilinear utility.

At one level, this is just a trivial operation of arithmetic. The reservation
prices are defined to be the difference in utility:

r1 =v(1) — v(0)
ro = v(2) —v(1)
rg = v(3) — v(2)

If we want to calculate v(3), for example, we simply add up both sides of
this list of equations to find

r1+ 1o +r3 =v(3) —v(0).

It is convenient to set the utility from consuming zero units of the good
equal to zero, so that v(0) = 0, and therefore v(n) is just the sum of the
first n reservation prices.

This construction has a nice geometrical interpretation that is illustrated
in Figure 14.1A. The utility from consuming n units of the discrete good is
just the area of the first n bars which make up the demand function. This
is true because the height of each bar is the reservation price associated
with that level of demand and the width of each bar is 1. This area is
sometimes called the gross benefit or the gross consumer’s surplus
associated with the consumption of the good.

Note that this is only the utility associated with the consumption of
good 1. The final utility of consumption depends on the how much the
consumer consumes of good 1 and good 2. If the consumer chooses n units
of the discrete good, then he will have m — pn dollars left over to purchase
other things. This leaves him with a total utility of

v(n) +m — pn.

This utility also has an interpretation as an area: we just take the area
depicted in Figure 14.1A; subtract off the expenditure on the discrete good,
and add m.

The term v(n) — pn is called consumer’s surplus or the net con-
sumer’s surplus. It measures the net benefits from consuming n units of
the discrete good: the utility v(n) minus the reduction in the expenditure
on consumption of the other good. The consumer’s surplus is depicted in
Figure 14.1B.
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Reservation prices and consumer’s surplus. The gross
benefit in panel A is the area under the demand curve. This
measures the utility from consuming the x-good. The con-
sumer’s surplus is depicted in panel B. It measures the utility
from consuming both goods when the first good has to be pur-
chased at a constant price p.

14.3 Other Interpretations of Consumer’s Surplus

There are some other ways to think about consumer’s surplus. Suppose
that the price of the discrete good is p. Then the value that the consumer
places on the first unit of consumption of that good is 1, but he only has
to pay p for it. This gives him a “surplus” of r; — p on the first unit of
consumption. He values the second unit of consumption at ro, but again
he only has to pay p for it. This gives him a surplus of ry — p on that unit.
If we add this up over all n units the consumer chooses, we get his total
consumer’s surplus:

CS=r—p+ra—p+--+rp—p=ri+--+r,—np.

Since the sum of the reservation prices just gives us the utility of consump-
tion of good 1, we can also write this as

CS =wv(n) —pn.

We can interpret consumer’s surplus in yet another way. Suppose that a
consumer is consuming n units of the discrete good and paying pn dollars
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to do so. How much money would he need to induce him to give up his
entire consumption of this good? Let R be the required amount of money.
Then R must satisfy the equation

v(0) + m+ R =v(n) +m — pn.
Since v(0) = 0 by definition, this equation reduces to
R = U(n) - pn,

which is just consumer’s surplus. Hence the consumer’s surplus measures
how much a consumer would need to be paid to give up his entire con-
sumption of some good.

14.4 From Consumer’s Surplus to Consumers’ Surplus

Up until now we have been considering the case of a single consumer. If sev-
eral consumers are involved we can add up each consumer’s surplus across
all the consumers to create an aggregate measure of the consumers’ sur-
plus. Note carefully the distinction between the two concepts: consumer’s
surplus refers to the surplus of a single consumer; consumers’ surplus refers
to the sum of the surpluses across a number of consumers.

Consumers’ surplus serves as a convenient measure of the aggregate gains
from trade, just as consumer’s surplus serves as a measure of the individual
gains from trade.

14.5 Approximating a Continuous Demand

We have seen that the area underneath the demand curve for a discrete
good measures the utility of consumption of that good. We can extend this
to the case of a good available in continuous quantities by approximating
the continuous demand curve by a staircase demand curve. The area under
the continuous demand curve is then approximately equal to the area under
the staircase demand.

See Figure 14.2 for an example. In the Appendix to this chapter we show
how to use calculus to calculate the exact area under a demand curve.

14.6 Quasilinear Utility

It is worth thinking about the role that quasilinear utility plays in this
analysis. In general the price at which a consumer is willing to purchase
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Approximating a continuous demand. The consumer’s
surplus associated with a continuous demand curve can be ap-
proximated by the consumer’s surplus associated with a discrete
approximation to it.

some amount of good 1 will depend on how much money he has for con-
suming other goods. This means that in general the reservation prices for
good 1 will depend on how much good 2 is being consumed.

But in the special case of quasilinear utility the reservation prices are
independent of the amount of money the consumer has to spend on other
goods. Economists say that with quasilinear utility there is “no income
effect” since changes in income don’t affect demand. This is what allows
us to calculate utility in such a simple way. Using the area under the
demand curve to measure utility will only be exactly correct when the
utility function is quasilinear.

But it may often be a good approximation. If the demand for a good
doesn’t change very much when income changes, then the income effects
won’t matter very much, and the change in consumer’s surplus will be a
reasonable approximation to the change in the consumer’s utility.!

14.7 Interpreting the Change in Consumer’s Surplus

We are usually not terribly interested in the absolute level of consumer’s
surplus. We are generally more interested in the change in consumer’s

L Of course, the change in consumer’s surplus is only one way to represent a change in
utility—the change in the square root of consumer’s surplus would be just as good.
But it is standard to use consumer’s surplus as a standard measure of utility.
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surplus that results from some policy change. For example, suppose the
price of a good changes from p’ to p”’. How does the consumer’s surplus
change?

In Figure 14.3 we have illustrated the change in consumer’s surplus as-
sociated with a change in price. The change in consumer’s surplus is the
difference between two roughly triangular regions and will therefore have
a roughly trapezoidal shape. The trapezoid is further composed of two
subregions, the rectangle indicated by R and the roughly triangular region
indicated by T.

p
Demand curve
) Change in
P e consumer's
surplus
R
p’ ,,,,,,,,,,,,,
| |
| |
| |
\ \
\ \
\ \
\ \
| |
L L
X X

Change in consumer’s surplus. The change in consumer’s
surplus will be the difference between two roughly triangular
areas, and thus will have a roughly trapezoidal shape.

The rectangle measures the loss in surplus due to the fact that the con-
sumer is now paying more for all the units he continues to consume. After
the price increases the consumer continues to consume z” units of the good,
and each unit of the good is now more expensive by p” —p’. This means he
has to spend (p” — p’)z” more money than he did before just to consume
2" units of the good.

But this is not the entire welfare loss. Due to the increase in the price
of the x-good, the consumer has decided to consume less of it than he was
before. The triangle 7" measures the value of the lost consumption of the
x-good. The total loss to the consumer is the sum of these two effects: R
measures the loss from having to pay more for the units he continues to
consume, and 7" measures the loss from the reduced consumption.

Figure
14.3
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EXAMPLE: The Change in Consumer’s Surplus

Question: Consider the linear demand curve D(p) = 20 — 2p. When the
price changes from 2 to 3 what is the associated change in consumer’s
surplus?

Answer: When p = 2, D(2) = 16, and when p = 3, D(3) = 14. Thus we
want to compute the area of a trapezoid with a height of 1 and bases of 14
and 16. This is equivalent to a rectangle with height 1 and base 14 (having
an area of 14), plus a triangle of height 1 and base 2 (having an area of 1).
The total area will therefore be 15.

14.8 Compensating and Equivalent Variation

The theory of consumer’s surplus is very tidy in the case of quasilinear
utility. Even if utility is not quasilinear, consumer’s surplus may still be
a reasonable measure of consumer’s welfare in many applications. Usually
the errors in measuring demand curves outweigh the approximation errors
from using consumer’s surplus.

But it may be that for some applications an approximation may not
be good enough. In this section we’ll outline a way to measure “utility
changes” without using consumer’s surplus. There are really two separate
issues involved. The first has to do with how to estimate utility when we
can observe a number of consumer choices. The second has to do with how
we can measure utility in monetary units.

We've already investigated the estimation problem. We gave an example
of how to estimate a Cobb-Douglas utility function in Chapter 6. In that
example we noticed that expenditure shares were relatively constant and
that we could use the average expenditure share as estimates of the Cobb-
Douglas parameters. If the demand behavior didn’t exhibit this particular
feature, we would have to choose a more complicated utility function, but
the principle would be just the same: if we have enough observations on
demand behavior and that behavior is consistent with maximizing some-
thing, then we will generally be able to estimate the function that is being
maximized.

Once we have an estimate of the utility function that describes some
observed choice behavior we can use this function to evaluate the impact
of proposed changes in prices and consumption levels. At the most funda-
mental level of analysis, this is the best we can hope for. All that matters
are the consumer’s preferences; any utility function that describes the con-
sumer’s preferences is as good as any other.

However, in some applications it may be convenient to use certain mon-
etary measures of utility. For example, we could ask how much money we
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would have to give a consumer to compensate him for a change in his con-
sumption patterns. A measure of this type essentially measures a change
in utility, but it measures it in monetary units. What are convenient ways
to do this?

Suppose that we consider the situation depicted in Figure 14.4. Here
the consumer initially faces some prices (p}, 1) and consumes some bundle
(7, 25). The price of good 1 then increases from pj to py, and the consumer
changes his consumption to (&1, #2). How much does this price change hurt
the consumer?

X X2
C
oV Optimal Optimal
bundle at bundle at
® price p;
m*
Slope = —p;}
A X A X1
Slope = -p;, 1 Slope = -p;
A B

The compensating and the equivalent variations. Panel
A shows the compensating variation (CV), and panel B shows
the equivalent variation (EV).

One way to answer this question is to ask how much money we would
have to give the consumer after the price change to make him just as
well off as he was before the price change. In terms of the diagram, we
ask how far up we would have to shift the new budget line to make it tan-
gent to the indifference curve that passes through the original consumption
point (z7,23). The change in income necessary to restore the consumer to
his original indifference curve is called the compensating variation in
income, since it is the change in income that will just compensate the con-
sumer for the price change. The compensating variation measures how
much extra money the government would have to give the consumer if it
wanted to exactly compensate the consumer for the price change.

Another way to measure the impact of a price change in monetary terms
is to ask how much money would have to be taken away from the consumer

Figure
14.4
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before the price change to leave him as well off as he would be after the
price change. This is called the equivalent variation in income since it
is the income change that is equivalent to the price change in terms of
the change in utility. In Figure 14.4 we ask how far down we must shift
the original budget line to just touch the indifference curve that passes
through the new consumption bundle. The equivalent variation measures
the maximum amount of income that the consumer would be willing to pay
to avoid the price change.

In general the amount of money that the consumer would be willing
to pay to avoid a price change would be different from the amount of
money that the consumer would have to be paid to compensate him for
a price change. After all, at different sets of prices a dollar is worth a
different amount to a consumer since it will purchase different amounts of
consumption.

In geometric terms, the compensating and equivalent variations are just
two different ways to measure “how far apart” two indifference curves are.
In each case we are measuring the distance between two indifference curves
by seeing how far apart their tangent lines are. In general this measure
of distance will depend on the slope of the tangent lines—that is, on the
prices that we choose to determine the budget lines.

However, the compensating and equivalent variation are the same in one
important case—the case of quasilinear utility. In this case the indifference
curves are parallel, so the distance between any two indifference curves is
the same no matter where it is measured, as depicted in Figure 14.5. In
the case of quasilinear utility the compensating variation, the equivalent
variation, and the change in consumer’s surplus all give the same measure
of the monetary value of a price change.

EXAMPLE: Compensating and Equivalent Variations

Suppose that a consumer has a utility function u(zy,x2) = x%xé He
originally faces prices (1,1) and has income 100. Then the price of good 1
increases to 2. What are the compensating and equivalent variations?

We know that the demand functions for this Cobb-Douglas utility func-
tion are given by

m
ry = —
2p;
m
Tog = —.
2po

Using this formula, we see that the consumer’s demands change from
(x5, 23) = (50,50) to (&1, 22) = (25,50).

To calculate the compensating variation we ask how much money would
be necessary at prices (2,1) to make the consumer as well off as he was
consuming the bundle (50,50)7 If the prices were (2,1) and the consumer
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Quasilinear preferences. With quasilinear preferences, the Figure
distance between two indifference curves is independent of the 14.5

slope of the budget lines.

had income m, we can substitute into the demand functions to find that
the consumer would optimally choose the bundle (m/4,m/2). Setting the
utility of this bundle equal to the utility of the bundle (50,50) we have

(3)} (3)! =it

m = 100V2 ~ 141.

Solving for m gives us

Hence the consumer would need about 141 —100 = $41 of additional money
after the price change to make him as well off as he was before the price
change.

In order to calculate the equivalent variation we ask how much money
would be necessary at the prices (1,1) to make the consumer as well off
as he would be consuming the bundle (25,50). Letting m stand for this
amount of money and following the same logic as before,

m = 50v2 =~ 70.

Solving for m gives us

Thus if the consumer had an income of $70 at the original prices, he would
be just as well off as he would be facing the new prices and having an
income of $100. The equivalent variation in income is therefore about
100 — 70 = $30.
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EXAMPLE: Compensating and Equivalent Variation for Quasilinear
Preferences

Suppose that the consumer has a quasilinear utility function v(z1) + .
We know that in this case the demand for good 1 will depend only on the
price of good 1, so we write it as x1(p1). Suppose that the price changes
from p] to p1. What are the compensating and equivalent variations?

At the price pj, the consumer chooses x = z1(p]) and has a utility of
v(z7) +m — piai. At the price p;, the consumer choose &1 = z1(p1) and
has a utility of v(Z1) + m — p1d;.

Let C' be the compensating variation. This is the amount of extra money
the consumer would need after the price change to make him as well off as
he would be before the price change. Setting these utilities equal we have

v(21) + m+C — p1d1 = v(z]) +m — piaj.
Solving for C' we have
C =wv(z1) —v(&1) + Pr21 — piai.

Let E be the equivalent variation. This is the amount of money that
you could take away from the consumer before the price change that would
leave him with the same utility that he would have after the price change.
Thus it satisfies the equation

v(@}) +m — B — pial = (@) +m — prs.
Solving for E, we have
E=wv(z]) —v(&1) + p1d1 — piz].

Note that for the case of quasilinear utility the compensating and equiv-

alent variation are the same. Furthermore, they are both equal to the

change in (net) consumer’s surplus:

ACS = [o(a}) — piaf] - [o(@1) — prdi]

14.9 Producer’s Surplus

The demand curve measures the amount that will be demanded at each
price; the supply curve measures the amount that will be supplied at
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each price. Just as the area under the demand curve measures the sur-
plus enjoyed by the demanders of a good, the area above the supply curve
measures the surplus enjoyed by the suppliers of a good.

We've referred to the area under the demand curve as consumer’s sur-
plus. By analogy, the area above the supply curve is known as producer’s
surplus. The terms consumer’s surplus and producer’s surplus are some-
what misleading, since who is doing the consuming and who is doing the
producing really doesn’t matter. It would be better to use the terms “de-
mander’s surplus” and “supplier’s surplus,” but we’ll bow to tradition and
use the standard terminology.

Suppose that we have a supply curve for a good. This simply measures
the amount of a good that will be supplied at each possible price. The
good could be supplied by an individual who owns the good in question, or
it could be supplied by a firm that produces the good. We’ll take the latter
interpretation so as to stick with the traditional terminology and depict
the producer’s supply curve in Figure 14.6. If the producer is able to sell
2* units of her product in a market at a price p*, what is the surplus she
enjoys?

It is most convenient to conduct the analysis in terms of the producer’s
inverse supply curve, ps(x). This function measures what the price would
have to be to get the producer to supply x units of the good.

p p
Change in
Producer's S producer's S
surplus surplus
" Suppl
p* | p T : CUIP\?ey
} R \
\ p' }
| | \
| | |
l 1 1
x* X x' x" X
A B
Producer’s surplus. The net producer’s surplus is the trian- Figure
gular area to the left of the supply curve in panel A, and the 14.6

change in producer’s surplus is the trapezoidal area in panel B.

Think about the inverse supply function for a discrete good. In this case
the producer is willing to sell the first unit of the good at price p,s(1), but
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she actually gets the market price p* for it. Similarly, she is willing to
sell the second unit for ps(2), but she gets p* for it. Continuing in this
way we see that the producer will be just willing to sell the last unit for

*

ps(x™) =p*.

The difference between the minimum amount she would be willing to sell
the x* units for and the amount she actually sells the units for is the net
producer’s surplus. It is the triangular area depicted in Figure 14.6A.

Just as in the case of consumer’s surplus, we can ask how producer’s
surplus changes when the price increases from p’ to p”. In general, the
change in producer’s surplus will be the difference between two triangular
regions and will therefore generally have the roughly trapezoidal shape
depicted in Figure 14.6B. As in the case of consumer’s surplus, the roughly
trapezoidal region will be composed of a rectangular region R and a roughly
triangular region T'. The rectangle measures the gain from selling the units
previously sold anyway at p’ at the higher price p”. The roughly triangular
region measures the gain from selling the extra units at the price p”’. This
is analogous to the change in consumer’s surplus considered earlier.

Although it is common to refer to this kind of change as an increase
in producer’s surplus, in a deeper sense it really represents an increase in
consumer’s surplus that accrues to the consumers who own the firm that
generated the supply curve. Producer’s surplus is closely related to the
idea of profit, but we’ll have to wait until we study firm behavior in more
detail to spell out the relationship.

14.10 Benefit-Cost Analysis

We can use the consumer surplus apparatus we have developed to calculate
the benefits and costs of various economic policies.

For example, let us examine the impact of a price ceiling. Consider the
situation depicted in Figure 14.7. With no intervention, the price would
be pg and the quantity sold would be qq.

The authorities believe this price is too high and impose the price ceiling
at p.. This reduces the amount that suppliers are willing to supply to q.
which, in turn, reduces their producer surplus to the shaded area in the
diagram.

Now that there is only ¢. available for consumers, the question is who
will get it?

One assumption is that the output will go to the consumers with the
highest willingness to pay. Let p., the effective price, be the price that
would induce consumers to demand ¢.. If everyone who is willing to pay
more than p. gets the good, then the producer surplus will be the shaded
area in the diagram.

Note that the lost consumer and producer surplus is given by the trape-
zoidal area in the middle of the diagram. This is the difference between
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A price ceiling. The price ceiling at p. reduces supply to
qe- It reduces consumer surplus to C'S and producer surplus to
PS. The effective price of the good, pe, is the price that would
clear the market. The diagram also shows what happens with
rationing, in which case the price of a ration coupon would be

Pe — Pe-

the consumer plus producer surplus in the competitive market and the
difference in the market with the price ceiling.

Assuming that the quantity will go to consumers with the highest will-
ingness to pay is overly optimistic in most situation. Hence, we we would
generally expect that this trapezoidal area is a lower bound on the lost
consumer plus producer surplus in the case of a price ceiling.

Rationing

The diagram we have just examined can also be used to describe the social
losses due to rationing. Instead of fixing a price ceiling of p., suppose
that the authorities issue ration coupons that allow for only ¢. units to be
purchased. In order to purchase one unit of the good, a consumer needs to
pay p. to the seller and produce a ration coupon.

If the ration coupons are marketable, then they would sell for a price of
Pe — Pe- This would make the the total price of the purchase equal to pe,
which is the price that clears the market for the good being sold.

Figure
14.7
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14.11 Calculating Gains and Losses

If we have estimates of the market demand and supply curves for a good,
it is not difficult in principle to calculate the loss in consumers’ surplus due
to changes in government policies. For example, suppose the government
decides to change its tax treatment of some good. This will result in a
change in the prices that consumers face and therefore a change in the
amount of the good that they will choose to consume. We can calculate the
consumers’ surplus associated with different tax proposals and see which
tax reforms generate the smallest loss.

This is often useful information for judging various methods of taxation,
but it suffers from two defects. First, as we’ve indicated earlier, the con-
sumer’s surplus calculation is only valid for special forms of preferences—
namely, preferences representable by a quasilinear utility function. We
argued earlier that this kind of utility function may be a reasonable ap-
proximation for goods for which changes in income lead to small changes
in demand, but for goods whose consumption is closely related to income,
the use of consumer surplus may be inappropriate.

Second, the calculation of this loss effectively lumps together all the
consumers and producers and generates an estimate of the “cost” of a
social policy only for some mythical “representative consumer.” In many
cases it is desirable to know not only the average cost across the population,
but who bears the costs. The political success or failure of policies often
depends more on the distribution of gains and losses than on the average
gain or loss.

Consumer’s surplus may be easy to calculate, but we’ve seen that it is
not that much more difficult to calculate the true compensating or equiv-
alent variation associated with a price change. If we have estimates of the
demand functions of each household—or at least the demand functions for
a sample of representative households—we can calculate the impact of a
policy change on each household in terms of the compensating or equiva-
lent variation. Thus we will have a measure of the “benefits” or “costs”
imposed on each household by the proposed policy change.

Mervyn King, an economist at the London School of Economics, has
described a nice example of this approach to analyzing the implications
of reforming the tax treatment of housing in Britain in his paper “Wel-
fare Analysis of Tax Reforms Using Household Data,” Journal of Public
Economics, 21 (1983), 183-214.

King first examined the housing expenditures of 5,895 households and
estimated a demand function that best described their purchases of hous-
ing services. Next, he used this demand function to determine a utility
function for each household. Finally, he used the estimated utility function
to calculate how much each household would gain or lose under certain
changes in the taxation of housing in Britain. The measure that he used
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was similar to the equivalent variation described earlier in this chapter.
The basic nature of the tax reform he studied was to eliminate tax con-
cessions to owner-occupied housing and to raise rents in public housing.
The revenues generated by these changes would be handed back to the
households in the form of transfers proportional to household income.

King found that 4,888 of the 5,895 households would benefit from this
kind of reform. More importantly he could identify explicitly those house-
holds that would have significant losses from the tax reform. King found,
for example, that 94 percent of the highest income households gained from
the reform, while only 58 percent of the lowest income households gained.
This kind of information would allow special measures to be undertaken
which might help in designing the tax reform in a way that could satisfy
distributional objectives.

Summary

1. In the case of a discrete good and quasilinear utility, the utility associ-
ated with the consumption of n units of the discrete good is just the sum
of the first n reservation prices.

2. This sum is the gross benefit of consuming the good. If we subtract the
amount spent on the purchase of the good, we get the consumer’s surplus.

3. The change in consumer’s surplus associated with a price change has a
roughly trapezoidal shape. It can be interpreted as the change in utility
associated with the price change.

4. In general, we can use the compensating variation and the equivalent
variation in income to measure the monetary impact of a price change.

5. If utility is quasilinear, the compensating variation, the equivalent vari-
ation, and the change in consumer’s surplus are all equal. Even if utility
is not quasilinear, the change in consumer’s surplus may serve as a good
approximation of the impact of the price change on a consumer’s utility.

6. In the case of supply behavior we can define a producer’s surplus that
measures the net benefits to the supplier from producing a given amount
of output.

REVIEW QUESTIONS

1. A good can be produced in a competitive industry at a cost of $10 per
unit. There are 100 consumers are each willing to pay $12 each to consume
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a single unit of the good (additional units have no value to them.) What
is the equilibrium price and quantity sold? The government imposes a tax
of $1 on the good. What is the deadweight loss of this tax?

2. Suppose that the demand curve is given by D(p) = 10 — p. What is the
gross benefit from consuming 6 units of the good?

3. In the above example, if the price changes from 4 to 6, what is the change
in consumer’s surplus?

4. Suppose that a consumer is consuming 10 units of a discrete good and
the price increases from $5 per unit to $6. However, after the price change
the consumer continues to consume 10 units of the discrete good. What is
the loss in the consumer’s surplus from this price change?

APPENDIX

Let’s use some calculus to treat consumer’s surplus rigorously. Start with the
problem of maximizing quasilinear utility:

max v(z)+y
such that pzr +y = m.
Substituting from the budget constraint we have
mjxv(a:) +m — px.
The first-order condition for this problem is
v'(x) = p.

This means that the inverse demand function p(x) is defined by

p(x) = v (). (14.2)

Note the analogy with the discrete-good framework described in the text: the
price at which the consumer is just willing to consume x units is equal to the
marginal utility.
But since the inverse demand curve measures the derivative of utility, we can
simply integrate under the inverse demand function to find the utility function.
Carrying out the integration we have:

v(z) =v(r) —v(0) = / o' () dt = / p(t) dt.

Hence utility associated with the consumption of the x-good is just the area under
the demand curve.
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Comparison of CV, CS, and EV.

p1| CV CS EV
11{0.00 | 0.00 0.00
2| 7.18 | 6.93 6.70
3 [11.61]10.99 |10.40
4 114.87]13.86 | 12.94
5 17.46 | 16.09 |14.87

EXAMPLE: A Few Demand Functions

Suppose that the demand function is linear, so that z(p) = a — bp. Then the
change in consumer’s surplus when the price moves from p to ¢ is given by

q 24 2 _ .2
/(a—bt)dt:at—bt—} :a(q—p)—bq b
g 2/, 2

Another commonly used demand function, which we examine in more detail
in the next chapter, has the form z(p) = Ap°, where ¢ < 0 and A is some
positive constant. When the price changes from p to g, the associated change in
consumer’s surplus is

q e+l ¢ e+l e+l
Atcdt = AL —44 —P
» e+11, e+1

for e # —1.

When e = —1, this demand function is z(p) = A/p, which is closely related
to our old friend the Cobb-Douglas demand, z(p) = am/p. The change in con-
sumer’s surplus for the Cobb-Douglas demand is

a q
/ ?dt:amlnt =am(lng — Inp).
» P

EXAMPLE: CV, EV, and Consumer’s Surplus

In the text we calculated the compensating and equivalent variations for the
Cobb-Douglas utility function. In the preceding example we calculated the
change in consumer’s surplus for the Cobb-Douglas utility function. Here we
compare these three monetary measures of the impact on utility of a price change.

Suppose that the price of good 1 changes from 1 to 2,3... while the price of
good 2 stays fixed at 1 and income stays fixed at 100. Table 14.1 shows the equiv-
alent variation (EV), compensating variation (CV), and the change in consumer’s

1

surplus (CS) for the Cobb-Douglas utility function u(z1,z2) = z{° :cg%.

Note that the change in consumer’s surplus always lies between the CV and
the EV and that the difference between the three numbers is relatively small. It
is possible to show that both of these facts are true in reasonably general circum-
stances. See Robert Willig, “Consumer’s Surplus without Apology,” American
Economic Review, 66 (1976), 589-597.



CHAPTER 1 5

MARKET
DEMAND

We have seen in earlier chapters how to model individual consumer choice.
Here we see how to add up individual choices to get total market demand.
Once we have derived the market demand curve, we will examine some of
its properties, such as the relationship between demand and revenue.

15.1 From Individual to Market Demand

Let us use z}(p1,p2,m;) to represent consumer i’s demand function for
good 1 and z?(p1,pa, m;) for consumer i’s demand function for good 2.
Suppose that there are n consumers. Then the market demand for good
1, also called the aggregate demand for good 1, is the sum of these
individual demands over all consumers:

n
X' (p1,p2oma, - mp) = > @t (p1,payma).
i=1

The analogous equation holds for good 2.



FROM INDIVIDUAL TO MARKET DEMAND 271

Since each individual’s demand for each good depends on prices and
his or her money income, the aggregate demand will generally depend on
prices and the distribution of incomes. However, it is sometimes convenient
to think of the aggregate demand as the demand of some “representative
consumer” who has an income that is just the sum of all individual incomes.
The conditions under which this can be done are rather restrictive, and a
complete discussion of this issue is beyond the scope of this book.

If we do make the representative consumer assumption, the aggregate
demand function will have the form X!(p1,pa, M), where M is the sum
of the incomes of the individual consumers. Under this assumption, the
aggregate demand in the economy is just like the demand of some individual
who faces prices (p1,p2) and has income M.

If we fix all the money incomes and the price of good 2, we can illustrate
the relation between the aggregate demand for good 1 and its price, as in
Figure 15.1. Note that this curve is drawn holding all other prices and
incomes fixed. If these other prices and incomes change, the aggregate
demand curve will shift.

PRICE

Demand curve

QUANTITY

The market demand curve. The market demand curve is
the sum of the individual demand curves.

For example, if goods 1 and 2 are substitutes, then we know that in-
creasing the price of good 2 will tend to increase the demand for good 1
whatever its price. This means that increasing the price of good 2 will
tend to shift the aggregate demand curve for good 1 outward. Similarly,

Figure
15.1
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if goods 1 and 2 are complements, increasing the price of good 2 will shift
the aggregate demand curve for good 1 inward.

If good 1 is a normal good for an individual, then increasing that individ-
ual’s money income, holding everything else fixed, would tend to increase
that individual’s demand, and therefore shift the aggregate demand curve
outward. If we adopt the representative consumer model, and suppose
that good 1 is a normal good for the representative consumer, then any
economic change that increases aggregate income will increase the demand
for good 1.

15.2 The Inverse Demand Function

We can look at the aggregate demand curve as giving us quantity as a
function of price or as giving us price as a function of quantity. When we
want to emphasize this latter view, we will sometimes refer to the inverse
demand function, P(X). This function measures what the market price
for good 1 would have to be for X units of it to be demanded.

We've seen earlier that the price of a good measures the marginal rate
of substitution (MRS) between it and all other goods; that is, the price
of a good represents the marginal willingness to pay for an extra unit of
the good by anyone who is demanding that good. If all consumers are
facing the same prices for goods, then all consumers will have the same
marginal rate of substitution at their optimal choices. Thus the inverse
demand function, P(X), measures the marginal rate of substitution, or the
marginal willingness to pay, of every consumer who is purchasing the good.

The geometric interpretation of this summing operation is pretty obvious.
Note that we are summing the demand or supply curves horizontally: for
any given price, we add up the individuals’ quantities demanded, which, of
course, are measured on the horizontal axis.

EXAMPLE: Adding Up “Linear” Demand Curves

Suppose that one individual’s demand curve is D1 (p) = 20 — p and another
individual’s is Da(p) = 10 — 2p. What is the market demand function? We
have to be a little careful here about what we mean by “linear” demand
functions. Since a negative amount of a good usually has no meaning, we
really mean that the individual demand functions have the form

Di(p) = max{20 — p, 0}
D5 (p) = max{10 — 2p,0}.
What economists call “linear” demand curves actually aren’t linear func-

tions! The sum of the two demand curves looks like the curve depicted in
Figure 15.2. Note the kink at p = 5.
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PRICE PRICE PRICE
Agent 1's Agent 2's Market demand =
demand demand sum of the two
20 — 20 demand curves

15 — 15

Dy (p)

D, (p)+D
10 — 10 1P+ D)
] e B
D, (p)
Xy Xy X1 +X,
A B C

The sum of two “linear” demand curves. Since the de-
mand curves are only linear for positive quantities, there will
typically be a kink in the market demand curve.

15.3 Discrete Goods

If a good is available only in discrete amounts, then we have seen that the
demand for that good for a single consumer can be described in terms of
the consumer’s reservation prices. Here we examine the market demand
for this kind of good. For simplicity, we will restrict ourselves to the case
where the good will be available in units of zero or one.

In this case the demand of a consumer is completely described by his
reservation price—the price at which he is just willing to purchase one
unit. In Figure 15.3 we have depicted the demand curves for two con-
sumers, A and B, and the market demand, which is the sum of these two
demand curves. Note that the market demand curve in this case must
“slope downward,” since a decrease in the market price must increase the
number of consumers who are willing to pay at least that price.

15.4 The Extensive and the Intensive Margin

In preceding chapters we have concentrated on consumer choice in which
the consumer was consuming positive amounts of each good. When the
price changes, the consumer decides to consume more or less of one good
or the other, but still ends up consuming some of both goods. Economists
sometimes say that this is an adjustment on the intensive margin.

In the reservation-price model, the consumers are deciding whether or
not to enter the market for one of the goods. This is sometimes called an
adjustment on the extensive margin. The slope of the aggregate demand
curve will be affected by both sorts of decisions.

Figure
15.2
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Market demand for a discrete good. The market demand
curve is the sum of the demand curves of all the consumers in
the market, here represented by the two consumers A and B.

We saw earlier that the adjustment on the intensive margin was in the
“right” direction for normal goods: when the price went up, the quantity
demanded went down. The adjustment on the extensive margin also works
in the “right” direction. Thus aggregate demand curves can generally be
expected to slope downward.

15.5 Elasticity

In Chapter 6 we saw how to derive a demand function from a consumer’s
underlying preferences. It is often of interest to have a measure of how
“responsive” demand is to some change in price or income. Now the first
idea that springs to mind is to use the slope of a demand function as a
measure of responsiveness. After all, the definition of the slope of a demand
function is the change in quantity demanded divided by the change in price:
slope of demand function = ﬂ7
Ap

and that certainly looks like a measure of responsiveness.

Well, it is a measure of responsiveness—but it presents some problems.
The most important one is that the slope of a demand function depends on
the units in which you measure price and quantity. If you measure demand
in gallons rather than in quarts, the slope becomes four times smaller.
Rather than specify units all the time, it is convenient to consider a unit-
free measure of responsiveness. Economists have chosen to use a measure
known as elasticity.

The price elasticity of demand, ¢, is defined to be the percent change
in quantity divided by the percent change in price.! A 10 percent increase

L The Greek letter €, epsilon, is pronounced “eps-i-lon.”
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in price is the same percentage increase whether the price is measured in
American dollars or English pounds; thus measuring increases in percentage
terms keeps the definition of elasticity unit-free.

In symbols the definition of elasticity is

. Ad/q
Ap/p

Rearranging this definition we have the more common expression:

e=P220
qAp
Hence elasticity can be expressed as the ratio of price to quantity multiplied
by the slope of the demand function. In the Appendix to this chapter we
describe elasticity in terms of the derivative of the demand function. If
you know calculus, the derivative formulation is the most convenient way
to think about elasticity.

The sign of the elasticity of demand is generally negative, since demand
curves invariably have a negative slope. However, it is tedious to keep
referring to an elasticity of minus something-or-other, so it is common in
verbal discussion to refer to elasticities of 2 or 3, rather than —2 or —3. We
will try to keep the signs straight in the text by referring to the absolute
value of elasticity, but you should be aware that verbal treatments tend to
drop the minus sign.

Another problem with negative numbers arises when we compare magni-
tudes. Is an elasticity of —3 greater or less than an elasticity of —27 From
an algebraic point of view —3 is smaller than —2, but economists tend to
say that the demand with the elasticity of —3 is “more elastic” than the
one with —2. In this book we will make comparisons in terms of absolute
value so as to avoid this kind of ambiguity.

EXAMPLE: The Elasticity of a Linear Demand Curve

Consider the linear demand curve, ¢ = a — bp, depicted in Figure 15.4.
The slope of this demand curve is a constant, —b. Plugging this into the
formula for elasticity we have

—bp  —bp
qg a—bp

When p = 0, the elasticity of demand is zero. When ¢ = 0, the elasticity
of demand is (negative) infinity. At what value of price is the elasticity of
demand equal to —17
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PRICE

a2b

QUANTITY

The elasticity of a linear demand curve. Elasticity is
infinite at the vertical intercept, one halfway down the curve,
and zero at the horizontal intercept.

To find such a price, we write down the equation

—b
|
a—bp

and solve it for p. This gives
a

%7

which, as we see in Figure 15.4, is just halfway down the demand curve.

p:

15.6 Elasticity and Demand

If a good has an elasticity of demand greater than 1 in absolute value we say
that it has an elastic demand. If the elasticity is less than 1 in absolute
value we say that it has an inelastic demand. And if it has an elasticity
of exactly —1, we say it has unit elastic demand.

An elastic demand curve is one for which the quantity demanded is very
responsive to price: if you increase the price by 1 percent, the quantity
demanded decreases by more than 1 percent. So think of elasticity as the
responsiveness of the quantity demanded to price, and it will be easy to
remember what elastic and inelastic mean.

In general the elasticity of demand for a good depends to a large extent
on how many close substitutes it has. Take an extreme case—our old friend,
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the red pencils and blue pencils example. Suppose that everyone regards
these goods as perfect substitutes. Then if some of each of them are bought,
they must sell for the same price. Now think what would happen to the
demand for red pencils if their price rose, and the price of blue pencils
stayed constant. Clearly it would drop to zero—the demand for red pencils
is very elastic since it has a perfect substitute.

If a good has many close substitutes, we would expect that its demand
curve would be very responsive to its price changes. On the other hand, if
there are few close substitutes for a good, it can exhibit a quite inelastic
demand.

15.7 Elasticity and Revenue

Revenue is just the price of a good times the quantity sold of that good.
If the price of a good increases, then the quantity sold decreases, so revenue
may increase or decrease. Which way it goes obviously depends on how
responsive demand is to the price change. If demand drops a lot when the
price increases, then revenue will fall. If demand drops only a little when the
price increases, then revenue will increase. This suggests that the direction
of the change in revenue has something to do with the elasticity of demand.

Indeed, there is a very useful relationship between price elasticity and
revenue change. The definition of revenue is

R = pq.

If we let the price change to p + Ap and the quantity change to g + Agq, we
have a new revenue of

R' = (p+Ap)(qg+ Aqg)
=pq + qAp +pAg + ApAg.
Subtracting R from R’ we have
AR = qAp + pAg + ApAgq.

For small values of Ap and Ag, the last term can safely be neglected, leaving
us with an expression for the change in revenue of the form

AR = qAp + pAq.

That is, the change in revenue is roughly equal to the quantity times the
change in price plus the original price times the change in quantity. If we
want an expression for the rate of change of revenue per change in price,
we just divide this expression by Ap to get

AR g
Ap_q pAp'
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This is treated geometrically in Figure 15.5. The revenue is just the
area of the box: price times quantity. When the price increases, we add a
rectangular area on the top of the box, which is approximately gAp, but
we subtract an area on the side of the box, which is approximately pAg.
For small changes, this is exactly the expression given above. (The leftover
part, ApAgq, is the little square in the corner of the box, which will be very
small relative to the other magnitudes.)

PRICE
aAp
p+Ap ApA
] ApAq
p
PAq
q+Aq q QUANTITY

How revenue changes when price changes. The change
in revenue is the sum of the box on the top minus the box on
the side.

When will the net result of these two effects be positive? That is, when
do we satisfy the following inequality:

AR Aq
—_— = _— ?
Ap ~Pa, T >0
Rearranging we have
A
PRI .
qAp

The left-hand side of this expression is ¢(p), which is a negative number.
Multiplying through by —1 reverses the direction of the inequality to give
us:

le(p)| < 1.



ELASTICITY AND REVENUE 279

Thus revenue increases when price increases if the elasticity of demand
is less than 1 in absolute value. Similarly, revenue decreases when price
increases if the elasticity of demand is greater than 1 in absolute value.

Another way to see this is to write the revenue change as we did above:

AR = pAg+qAp >0
and rearrange this to get

p Aq
—S L —elp)| < 1.
oA = le0)

Yet a third way to see this is to take the formula for AR/Ap and rear-
range it as follows:

AR _ . Ag
Apiq pAp

pAq]

{ qAp

=q[l+e)].

Since demand elasticity is naturally negative, we can also write this ex-
pression as
A
S =alt= o).
In this formula it is easy to see how revenue responds to a change in price:
if the absolute value of elasticity is greater than 1, then AR/Ap must be
negative and vice versa.

The intuitive content of these mathematical facts is not hard to remem-
ber. If demand is very responsive to price—that is, it is very elastic—then
an increase in price will reduce demand so much that revenue will fall.
If demand is very unresponsive to price—it is very inelastic—then an in-
crease in price will not change demand very much, and overall revenue will
increase. The dividing line happens to be an elasticity of —1. At this point
if the price increases by 1 percent, the quantity will decrease by 1 percent,
so overall revenue doesn’t change at all.

EXAMPLE: Strikes and Profits

In 1979 the United Farm Workers called for a strike against lettuce growers
in California. The strike was highly effective: the production of lettuce was
cut almost in half. But the reduction in the supply of lettuce inevitably
caused an increase in the price of lettuce. In fact, during the strike the price
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of lettuce rose by nearly 400 percent. Since production halved and prices
quadrupled, the net result of was almost a doubling producer profits!?

One might well ask why the producers eventually settled the strike. The
answer involves short-run and long-run supply responses. Most of the let-
tuce consumed in U.S. during the winter months is grown in the Imperial
Valley. When the supply of this lettuce was drastically reduced in one
season, there wasn’t time to replace it with lettuce from elsewhere so the
market price of lettuce skyrocketed. If the strike had held for several sea-
sons, lettuce could be planted in other regions. This increase in supply from
other sources would tend reduce the price of lettuce back to its normal level,
thereby reducing the profits of the Imperial Valley growers.

15.8 Constant Elasticity Demands

What kind of demand curve gives us a constant elasticity of demand? In
a linear demand curve the elasticity of demand goes from zero to infinity,
which is not exactly what you would call constant, so that’s not the answer.

We can use the revenue calculation described above to get an example.
We know that if the elasticity is 1 at price p, then the revenue will not
change when the price changes by a small amount. So if the revenue remains
constant for all changes in price, we must have a demand curve that has
an elasticity of —1 everywhere.

But this is easy. We just want price and quantity to be related by the
formula

pq = R,

which means that

= | =

q:

is the formula for a demand function with constant elasticity of —1. The
graph of the function ¢ = R/p is given in Figure 15.6. Note that price
times quantity is constant along the demand curve.

The general formula for a demand with a constant elasticity of e turns
out to be

q = ApS,

where A is an arbitrary positive constant and €, being an elasticity, will
typically be negative. This formula will be useful in some examples later
on.

A convenient way to express a constant elasticity demand curve is to
take logarithms and write

Ing=InA+elnp.

2 See Colin Carter, et. al., “Agricultural Labor Strikes and Farmers’ Incomes,” FEco-
nomic Inquiry, 25, 1987,121-133.
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PRICE

Demand curve

1 2 3 4 QUANTITY

Unit elastic demand. For this demand curve price times
quantity is constant at every point. Thus the demand curve has
a constant elasticity of —1.

In this expression, the logarithm of ¢ depends in a linear way on the loga-
rithm of p.

15.9 Elasticity and Marginal Revenue

In section 15.7 we examined how revenue changes when you change the
price of a good, but it is often of interest to consider how revenue changes
when you change the quantity of a good. This is especially useful when we
are considering production decisions by firms.

We saw earlier that for small changes in price and quantity, the change
in revenue is given by

AR = pAq+ qAp.

If we divide both sides of this expression by Agq, we get the expression for

marginal revenue:
AR Ap

There is a useful way to rearrange this formula. Note that we can also

write this as AR A
qap
—=p |1+ ——].
Ag [ pAq}

MR

Figure
15.6
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What is the second term inside the brackets? Nope, it’s not elasticity, but
you're close. It is the reciprocal of elasticity:

1 1 qAp
e pPAqg T pAg
qAp

Thus the expression for marginal revenue becomes

%]::p(Q) {He(lq)}

(Here we’ve written p(q) and €(q) to remind ourselves that both price and
elasticity will typically depend on the level of output.)

When there is a danger of confusion due to the fact that elasticity is a
negative number we will sometimes write this expression as

=70 1=

This means that if elasticity of demand is —1, then marginal revenue
is zero—revenue doesn’t change when you increase output. If demand is
inelastic, then |e| is less than 1, which means 1/|¢| is greater than 1. Thus
1—1/|€| is negative, so that revenue will decrease when you increase output.

This is quite intuitive. If demand isn’t very responsive to price, then you
have to cut prices a lot to increase output: so revenue goes down. This
is all completely consistent with the earlier discussion about how revenue
changes as we change price, since an increase in quantity means a decrease
in price and vice versa.

EXAMPLE: Setting a Price

Suppose that you were in charge of setting a price for some product that
you were producing and that you had a good estimate of the demand curve
for that product. Let us suppose that your goal is to set a price that
maximizes profits—revenue minus costs. Then you would never want to
set it where the elasticity of demand was less than 1—you would never
want to set a price where demand was inelastic.

Why? Consider what would happen if you raised your price. Then your
revenues would increase—since demand was inelastic—and the quantity
you were selling would decrease. But if the quantity sold decreases, then
your production costs must also decrease, or at least, they can’t increase.
So your overall profit must rise, which shows that operating at an inelastic
part of the demand curve cannot yield maximal profits.
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15.10 Marginal Revenue Curves

We saw in the last section that marginal revenue is given by

N
Aqg

=70 1~

We will find it useful to plot these marginal revenue curves. First, note
that when quantity is zero, marginal revenue is just equal to the price.
For the first unit of the good sold, the extra revenue you get is just the
price. But after that, the marginal revenue will be less than the price, since
Ap/Aq is negative.

Think about it. If you decide to sell one more unit of output, you will
have to decrease the price. But this reduction in price reduces the revenue
you receive on all the units of output that you were selling already. Thus
the extra revenue you receive will be less than the price that you get for
selling the extra unit.

Let’s consider the special case of the linear (inverse) demand curve:

Ap(q)

p(q) + A

q

or

p(q) = a—bq.
Here it is easy to see that the slope of the inverse demand curve is constant:

Ap _
Aq_

Thus the formula for marginal revenue becomes

AR Ap(q)
Ay p(q) + Aq q
=p(q) — bg
=a—bg — bqg

=a — 2bq.

This marginal revenue curve is depicted in Figure 15.7A. The marginal
revenue curve has the same vertical intercept as the demand curve, but has
twice the slope. Marginal revenue is negative when ¢ > a/2b. The quantity
a/2b is the quantity at which the elasticity is equal to —1. At any larger
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PRICE PRICE

Marginal revenue =
pl@l —1/|¢|]

Demand = p(q)

Slope =-2b

a2F—-——-\—-

Demand

al2b a/b QUANTITY QUANTITY

MR
A B

Marginal revenue. (A) Marginal revenue for a linear demand
curve. (B) Marginal revenue for a constant elasticity demand
curve.

quantity demand will be inelastic, which implies that marginal revenue is
negative.

The constant elasticity demand curve provides another special case of
the marginal revenue curve. (See Figure 15.7B.) If the elasticity of demand
is constant at €¢(q) = €, then the marginal revenue curve will have the form

MR = p(q) [I—H :

Since the term in brackets is constant, the marginal revenue curve is some
constant fraction of the inverse demand curve. When |¢| = 1, the marginal
revenue curve is constant at zero. When |e| > 1, the marginal revenue curve
lies below the inverse demand curve, as depicted. When |e| < 1, marginal
revenue is negative.

15.11 Income Elasticity

Recall that the price elasticity of demand is defined as

. .. % change in quantity demanded
price elasticity of demand = .

% change in price

This gives us a unit-free measure of how the amount demanded responds
to a change in price.
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The income elasticity of demand is used to describe how the quantity
demanded responds to a change in income; its definition is

% change in quantity

income elasticity of demand = — .
% change in income

Recall that a normal good is one for which an increase in income leads
to an increase in demand; so for this sort of good the income elasticity
of demand is positive. An inferior good is one for which an increase in
income leads to a decrease in demand; for this sort of good, the income
elasticity of demand is negative. Economists sometimes use the term lux-
ury goods. These are goods that have an income elasticity of demand
that is greater than 1: a 1 percent increase in income leads to more than
a 1 percent increase in demand for a luxury good.

As a general rule of thumb, however, income elasticities tend to clus-
ter around 1. We can see the reason for this by examining the budget
constraint. Write the budget constraints for two different levels of income:

/ ! A
P17 + Ppoxyg =m

0 0 0
p1x] + poxg =m.

Subtract the second equation from the first and let A denote differences,
as usual:
p1 Az + p2 Azg = Am.

Now multiply and divide price i by z;/2; and divide both sides by m:

P11 Axy n paz2 Aze  Am

m  x m X9 m

Finally, divide both sides by Am/m, and use s; = p;x;/m to denote the
expenditure share of good i. This gives us our final equation,

. Az /xq . Azo /o _1
“Am/m " T Am/m '

This equation says that the weighted average of the income elasticities is
1, where the weights are the expenditure shares. Luxury goods that have
an income elasticity greater than 1 must be counterbalanced by goods that
have an income elasticity less than 1, so that “on average” income elastic-
ities are about 1.

Summary

1. The market demand curve is simply the sum of the individual demand
curves.
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2. The reservation price measures the price at which a consumer is just
indifferent between purchasing or not purchasing a good.

3. The demand function measures quantity demanded as a function of
price. The inverse demand function measures price as a function of quan-
tity. A given demand curve can be described in either way.

4. The elasticity of demand measures the responsiveness of the quantity
demanded to price. It is formally defined as the percent change in quantity
divided by the percent change in price.

5. If the absolute value of the elasticity of demand is less than 1 at some
point, we say that demand is inelastic at that point. If the absolute value
of elasticity is greater than 1 at some point, we say demand is elastic at
that point. If the absolute value of the elasticity of demand at some point
is exactly 1, we say that the demand has unitary elasticity at that point.

6. If demand is inelastic at some point, then an increase in quantity will
result in a reduction in revenue. If demand is elastic, then an increase in
quantity will result in an increase in revenue.

7. The marginal revenue is the extra revenue one gets from increasing
the quantity sold. The formula relating marginal revenue and elasticity
is MR =p[1 + 1/¢] = p[1 — 1/|€]].

8. If the inverse demand curve is a linear function p(q) = a — bq, then the
marginal revenue is given by MR = a — 2bq.

9. Income elasticity measures the responsiveness of the quantity demanded
to income. It is formally defined as the percent change in quantity divided
by the percent change in income.

REVIEW QUESTIONS

1. If the market demand curve is D(p) = 100 — .5p, what is the inverse
demand curve?

2. An addict’s demand function for a drug may be very inelastic, but the
market demand function might be quite elastic. How can this be?

3. If D(p) = 12 — 2p, what price will maximize revenue?

4. Suppose that the demand curve for a good is given by D(p) = 100/p.
What price will maximize revenue?

5. True or false? In a two good model if one good is an inferior good the
other good must be a luxury good.
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APPENDIX

In terms of derivatives the price elasticity of demand is defined by

. Pde
qdp

In the text we claimed that the formula for a constant elasticity demand curve
was ¢ = Ap°. To verify that this is correct, we can just differentiate it with
respect to price:

and multiply by price over quantity:

p dq P 1
——= = €A
qdp  Ap*

= €.

Everything conveniently cancels, leaving us with € as required.
A linear demand curve has the formula ¢(p) = a —bp. The elasticity of demand
at a point p is given by

e—Pda_ —bp
gdp a—0bp’

When p is zero, the elasticity is zero. When ¢ is zero, the elasticity is infinite.
Revenue is given by R(p) = pq(p). To see how revenue changes as p changes
we differentiate revenue with respect to p to get

R'(p) = pq' (p) + a(p).

Suppose that revenue increases when p increases. Then we have

dq
R'(p) = p— + 0
(p)=p dp a(p) >
Rearranging, we have
p dq
==—>-1
q dp

Recalling that dg/dp is negative and multiplying through by —1, we find
le| < 1.

Hence if revenue increases when price increases, we must be at an inelastic part
of the demand curve.
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TAX
REVENUE

Maximum | __
tax revenue

Laffer curve

i 1 TAX RATE

Laffer curve. A possible shape for the Laffer curve, which relates
tax rates and tax revenues.

EXAMPLE: The Laffer Curve

In this section we’ll consider some simple elasticity calculations that can be used
to examine an issue of considerable policy interest, namely, how tax revenue
changes when the tax rate changes.

Suppose that we graph tax revenue versus the tax rate. If the tax rate is zero,
then tax revenues are zero; if the tax rate is 1, nobody will want to demand
or supply the good in question, so the tax revenue is also zero. Thus revenue
as a function of the tax rate must first increase and eventually decrease. (Of
course, it can go up and down several times between zero and 1, but we’ll ignore
this possibility to keep things simple.) The curve that relates tax rates and tax
revenues is known as the Laffer curve, depicted in Figure 15.8.

The interesting feature of the Laffer curve is that it suggests that when the tax
rate is high enough, an increase in the tax rate will end up reducing the revenues
collected. The reduction in the supply of the good due to the increase in the tax
rate can be so large that tax revenue actually decreases. This is called the Laffer
effect, after the economist who popularized this diagram in the early eighties. It
has been said that the virtue of the Laffer curve is that you can explain it to a
congressman in half an hour and he can talk about it for six months. Indeed,
the Laffer curve figured prominently in the debate over the effect of the 1980 tax
cuts. The catch in the above argument is the phrase “high enough.” Just how
high does the tax rate have to be for the Laffer effect to work?

To answer this question let’s consider the following simple model of the labor
market. Suppose that firms will demand zero labor if the wage is greater than
w and an arbitrarily large amount of labor if the wage is exactly w. This means
that the demand curve for labor is flat at some wage w. Suppose that the supply
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curve of labor, S(p), has a conventional upward slope. The equilibrium in the
labor market is depicted in Figure 15.9.

BEFORE

TAX S
WAGE S'
Supply of labor
if taxed
Supply of labor
if not taxed
— Demand
w | | for labor
[ [
[ [
|
\
\ \
\ \
\ \
\ \
[ [
1 1
L L' LABOR

Labor market. Equilibrium in the labor market with a horizontal
demand curve for labor. When labor income is taxed, less will be
supplied at each wage rate.

If we put a tax on labor at the rate ¢, then if the firm pays w, the worker
only gets w = (1 — t)w. Thus the supply curve of labor tilts to the left, and the
amount of labor sold drops, as in Figure 15.9. The after-tax wage has gone down
and this has discouraged the sale of labor. So far so good.

Tax revenue, T, is therefore given by the formula

T =twS(w),

where w = (1 — t)w and S(w) is the supply of labor.
In order to see how tax revenue changes as we change the tax rate we differ-
entiate this formula with respect to t to find

% = —t%&?ﬁ-&- S(w)| w. (15.1)
(Note the use of the chain rule and the fact that dw/dt = —w.)

The Laffer effect occurs when revenues decline when t increases—that is, when
this expression is negative. Now this clearly means that the supply of labor is
going to have to be quite elastic—it has to drop a lot when the tax increases. So
let’s try to see what values of elasticity will make this expression negative.

Figure
15.9
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In order for equation (15.1) to be negative, we must have

dS(w)
dw

—t w4+ S(w) < 0.

Transposing yields

7de (w)
dw
and dividing both sides by ¢S(w) gives

w > S(w),

dS(w) w 1
“dw S(w) T

Multiplying both sides by (1 — t) and using the fact that w = (1 — ¢)w gives us

dSw _ 1—t
dws =

The left-hand side of this expression is the elasticity of labor supply. We have
shown that the Laffer effect can only occur if the elasticity of labor supply is
greater than (1 —t)/t.

Let us take an extreme case and suppose that the tax rate on labor income
is 50 percent. Then the Laffer effect can occur only when the elasticity of labor
supply is greater than 1. This means that a 1 percent reduction in the wage
would lead to more than a 1 percent reduction in the labor supply. This is a very
large response.

Econometricians have often estimated labor-supply elasticities, and about the
largest value anyone has ever found has been around 0.2. So the Laffer effect
seems pretty unlikely for the kinds of tax rates that we have in the United States.
However, in other countries, such as Sweden, tax rates go much higher, and there
is some evidence that the Laffer phenomenon may have occurred.?

EXAMPLE: Another Expression for Elasticity

Here is another expression for elasticity that is sometimes useful. It turns out
that elasticity can also be expressed as

dln@Q
dln P’

The proof involves repeated application of the chain rule. We start by noting
that

dln@ dln@Q dQ
dlnP ~ dQ dlnP
1 dQ
T QdmnP

(15.2)

3 See Charles E. Stuart, “Swedish Tax Rates, Labor Supply, and Tax Revenues,” Jour-
nal of Political Economy, 89, 5 (October 1981), 1020-38.
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We also note that
@ _dQ dlnP

dP ~ dinP dP
dQ 1
dlnP P’

which implies that
1Q__ pdQ
dinP ~—  dP’

Substituting this into equation (15.2), we have

dn@ _ 1dQ,
dmP _ QadP’ ~©

which is what we wanted to establish.
Thus elasticity measures the slope of the demand curve plotted on log-log
paper: how the log of the quantity changes as the log of the price changes.



CHAPTER 1 6

EQUILIBRIUM

In preceding chapters we have seen how to construct individual demand
curves by using information about preferences and prices. In Chapter 15
we added up these individual demand curves to construct market demand
curves. In this chapter we will describe how to use these market demand
curves to determine the equilibrium market price.

In Chapter 1 we said that there were two fundamental principles of micro-
economic analysis. These were the optimization principle and the equilib-
rium principle. Up until now we have been studying examples of the opti-
mization principle: what follows from the assumption that people choose
their consumption optimally from their budget sets. In later chapters we
will continue to use optimization analysis to study the profit-maximization
behavior of firms. Finally, we combine the behavior of consumers and firms
to study the equilibrium outcomes of their interaction in the market.

But before undertaking that study in detail it seems worthwhile at this
point to give some examples of equilibrium analysis—how the prices adjust
so as to make the demand and supply decisions of economic agents com-
patible. In order to do so, we will have to briefly consider the other side of
the market—the supply side.
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16.1 Supply

We have already seen a few examples of supply curves. In Chapter 1
we looked at a vertical supply curve for apartments. In Chapter 9 we
considered situations where consumers would choose to be net suppliers
or demanders of goods that they owned, and we analyzed labor-supply
decisions.

In all of these cases the supply curve simply measured how much the
consumer was willing to supply of a good at each possible market price.
Indeed, this is the definition of the supply curve: for each p, we determine
how much of the good will be supplied, S(p). In the next few chapters we
will discuss the supply behavior of firms. However, for many purposes, it is
not really necessary to know where the supply curve or the demand curve
comes from in terms of the optimizing behavior that generates the curves.
For many problems the fact that there is a functional relationship between
the price and the quantity that consumers want to demand or supply at
that price is enough to highlight important insights.

16.2 Market Equilibrium

Suppose that we have a number of consumers of a good. Given their
individual demand curves we can add them up to get a market demand
curve. Similarly, if we have a number of independent suppliers of this
good, we can add up their individual supply curves to get the market
supply curve.

The individual demanders and suppliers are assumed to take prices as
given—outside of their control-—and simply determine their best response
given those market prices. A market where each economic agent takes
the market price as outside of his or her control is called a competitive
market.

The usual justification for the competitive-market assumption is that
each consumer or producer is a small part of the market as a whole and
thus has a negligible effect on the market price. For example, each supplier
of wheat takes the market price to be more or less independent of his actions
when he determines how much wheat he wants to produce and supply to
the market.

Although the market price may be independent of any one agent’s actions
in a competitive market, it is the actions of all the agents together that
determine the market price. The equilibrium price of a good is that
price where the supply of the good equals the demand. Geometrically, this
is the price where the demand and the supply curves cross.

If we let D(p) be the market demand curve and S(p) the market supply
curve, the equilibrium price is the price p* that solves the equation

D(p*) = S(p*).
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The solution to this equation, p*, is the price where market demand equals
market supply.

Why should this be an equilibrium price? An economic equilibrium
is a situation where all agents are choosing the best possible action for
themselves and each person’s behavior is consistent with that of the others.
At any price other than an equilibrium price, some agents’ behaviors would
be infeasible, and there would therefore be a reason for their behavior to
change. Thus a price that is not an equilibrium price cannot be expected to
persist since at least some agents would have an incentive to change their
behavior.

The demand and supply curves represent the optimal choices of the
agents involved, and the fact that they are equal at some price p* indi-
cates that the behaviors of the demanders and suppliers are compatible.
At any price other than the price where demand equals supply these two
conditions will not be met.

For example, suppose that we consider some price p’ < p* where demand
is greater than supply. Then some suppliers will realize that they can sell
their goods at more than the going price p’ to the disappointed demanders.
As more and more suppliers realize this, the market price will be pushed
up to the point where demand and supply are equal.

Similarly if p’ > p*, so that demand is less than supply, then some
suppliers will not be able to sell the amount that they expected to sell.
The only way in which they will be able to sell more output will be to offer
it at a lower price. But if all suppliers are selling the identical goods, and if
some supplier offers to sell at a lower price, the other suppliers must match
that price. Thus excess supply exerts a downward pressure on the market
price. Only when the amount that people want to buy at a given price
equals the amount that people want to sell at that price will the market be
in equilibrium.

16.3 Two Special Cases

There are two special cases of market equilibrium that are worth mentioning
since they come up fairly often. The first is the case of fixed supply. Here
the amount supplied is some given number and is independent of price;
that is, the supply curve is vertical. In this case the equilibrium quantity
is determined entirely by the supply conditions and the equilibrium price
is determined entirely by demand conditions.

The opposite case is the case where the supply curve is completely hor-
izontal. If an industry has a perfectly horizontal supply curve, it means
that the industry will supply any amount of a good at a constant price. In
this situation the equilibrium price is determined by the supply conditions,
while the equilibrium quantity is determined by the demand curve.
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The two cases are depicted in Figure 16.1. In these two special cases the
determination of price and quantity can be separated; but in the general
case the equilibrium price and the equilibrium quantity are jointly deter-
mined by the demand and supply curves.

PRICE PRICE
Supply Demand
curve curve
Supply
. curve
p
|
25 miaii Demand [
curve }
\
\
\
[
l
q* QUANTITY q* QUANTITY
A B

Special cases of equilibrium. Case A shows a vertical supply
curve where the equilibrium price is determined solely by the
demand curve. Case B depicts a horizontal supply curve where
the equilibrium price is determined solely by the supply curve.

16.4 Inverse Demand and Supply Curves

We can look at market equilibrium in a slightly different way that is of-
ten useful. As indicated earlier, individual demand curves are normally
viewed as giving the optimal quantities demanded as a function of the
price charged. But we can also view them as inverse demand functions
that measure the price that someone is willing to pay in order to acquire
some given amount of a good. The same thing holds for supply curves.
They can be viewed as measuring the quantity supplied as a function of
the price. But we can also view them as measuring the price that must
prevail in order to generate a given amount of supply.

These same constructions can be used with market demand and market
supply curves, and the interpretations are just those given above. In this
framework an equilibrium price is determined by finding that quantity at

Figure
16.1
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which the amount the demanders are willing to pay to consume that quan-
tity is the same as the price that suppliers must receive in order to supply
that quantity.

Thus, if we let Pg(q) be the inverse supply function and Pp(q) be the
inverse demand function, equilibrium is determined by the condition

Ps(q") = Pp(q").

EXAMPLE: Equilibrium with Linear Curves
Suppose that both the demand and the supply curves are linear:
D(p) = a—bp

S(p) = ¢+ dp.

The coefficients (a, b, ¢, d) are the parameters that determine the inter-
cepts and slopes of these linear curves. The equilibrium price can be found
by solving the following equation:

D(p)=a—bp=c+dp=S(p).

The answer is

. a—c
P=
The equilibrium quantity demanded (and supplied) is
D(p*) =a—bp"
a—c
— _ bi
Tt
_ad+bc
 b+d

We can also solve this problem by using the inverse demand and supply
curves. First we need to find the inverse demand curve. At what price is
some quantity ¢ demanded? Simply substitute ¢ for D(p) and solve for p.
We have

q=a—bp,
o) o
Ppq) = “5+.
In the same manner we find
q—c
Ps(q) =
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Setting the demand price equal to the supply price and solving for the
equilibrium quantity we have

. ad+bc
b+d -’
Note that this gives the same answer as in the original problem for both
the equilibrium price and the equilibrium quantity.

16.5 Comparative Statics

After we have found an equilibrium by using the demand equals supply
condition (or the demand price equals the supply price condition), we can
see how it will change as the demand and supply curves change. For ex-
ample, it is easy to see that if the demand curve shifts to the right in a
parallel way—some fixed amount more is demanded at every price—the
equilibrium price and quantity must both rise. On the other hand, if the
supply curve shifts to the right, the equilibrium quantity rises, but the
equilibrium price must fall.

What if both curves shift to the right? Then the quantity will definitely
increase while the change in price is ambiguous—it could increase or it
could decrease.

EXAMPLE: Shifting Both Curves

Question: Consider the competitive market for apartments described in
Chapter 1. Let the equilibrium price in that market be p* and the equi-
librium quantity be ¢*. Suppose that a developer converts m of the apart-
ments to condominiums, which are bought by the people who are currently
living in the apartments. What happens to the equilibrium price?

Answer: The situation is depicted in Figure 16.2. The demand and sup-
ply curves both shift to the left by the same amount. Hence the price is
unchanged and the quantity sold simply drops by m.

Algebraically the new equilibrium price is determined by

D(p) —m = S(p) —m,

which clearly has the same solution as the original demand equals supply
condition.
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PRICE

QUANTITY

Shifting both curves. Both demand and supply curves shift
to the left by the same amount, which implies the equilibrium
price will remain unchanged.

16.6 Taxes

Describing a market before and after taxes are imposed presents a very nice
exercise in comparative statics, as well as being of considerable interest in
the conduct of economic policy. Let us see how it is done.

The fundamental thing to understand about taxes is that when a tax is
present in a market, there are two prices of interest: the price the demander
pays and the price the supplier gets. These two prices—the demand price
and the supply price—differ by the amount of the tax.

There are several different kinds of taxes that one might impose. Two
examples we will consider here are quantity taxes and value taxes (also
called ad valorem taxes).

A quantity tax is a tax levied per unit of quantity bought or sold. Gaso-
line taxes are a good example of this. The gasoline tax is roughly 12 cents
a gallon. If the demander is paying Pp = $1.50 per gallon of gasoline, the
supplier is getting Pg = $1.50 — .12 = $1.38 per gallon. In general, if ¢ is
the amount of the quantity tax per unit sold, then

Pp = Ps +t.

A value tax is a tax expressed in percentage units. State sales taxes are
the most common example of value taxes. If your state has a 5 percent
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sales tax, then when you pay $1.05 for something (including the tax), the
supplier gets $1.00. In general, if the tax rate is given by 7, then

PD = (1+T)Ps.

Let us consider what happens in a market when a quantity tax is im-
posed. For our first case we suppose that the supplier is required to pay
the tax, as in the case of the gasoline tax. Then the amount supplied will
depend on the supply price—the amount the supplier actually gets after
paying the tax—and the amount demanded will depend on the demand
price—the amount that the demander pays. The amount that the supplier
gets will be the amount the demander pays minus the amount of the tax.
This gives us two equations:

D(Pp) = S(Ps)

Ps = Pp —t.

Substituting the second equation into the first, we have the equilibrium
condition:
D(Pp)=S(Pp —1).

Alternatively we could also rearrange the second equation to get Pp =
Ps + t and then substitute to find

D(Ps +1t) = S(Ps).

Either way is equally valid; which one you use will depends on convenience
in a particular case.

Now suppose that instead of the supplier paying the tax, the demander
has to pay the tax. Then we write

PD_t:PS7

which says that the amount paid by the demander minus the tax equals the
price received by the supplier. Substituting this into the demand equals
supply condition we find

D(Pp) = S(Pp —t).

Note that this is the same equation as in the case where the supplier
pays the tax. As far as the equilibrium price facing the demanders and
the suppliers is concerned, it really doesn’t matter who is responsible for
paying the tax—it just matters that the tax must be paid by someone.

This really isn’t so mysterious. Think of the gasoline tax. There the tax
is included in the posted price. But if the price were instead listed as the
before-tax price and the gasoline tax were added on as a separate item to
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be paid by the demanders, then do you think that the amount of gasoline
demanded would change? After all, the final price to the consumers would
be the same whichever way the tax was charged. Insofar as the consumers
can recognize the net cost to them of goods they purchase, it really doesn’t
matter which way the tax is levied.

There is an even simpler way to show this using the inverse demand and
supply functions. The equilibrium quantity traded is that quantity ¢* such
that the demand price at ¢* minus the tax being paid is just equal to the
supply price at ¢*. In symbols:

Pp(q*) —t = Ps(q").

If the tax is being imposed on the suppliers, then the condition is that
the supply price plus the amount of the tax must equal the demand price:

Pp(q*) = Ps(q*) +t.

But these are the same equations, so the same equilibrium prices and
quantities must result.

Finally, we consider the geometry of the situation. This is most easily
seen by using the inverse demand and supply curves discussed above. We
want to find the quantity where the curve Pp(q) —t crosses the curve Pg(q).
In order to locate this point we simply shift the demand curve down by ¢ and
see where this shifted demand curve intersects the original supply curve.
Alternatively we can find the quantity where Pp(q) equals Ps(q)+t. To do
this, we simply shift the supply curve up by the amount of the tax. Either
way gives us the correct answer for the equilibrium quantity. The picture
is given in Figure 16.3.

From this diagram we can easily see the qualitative effects of the tax.
The quantity sold must decrease, the price paid by the demanders must go
up, and the price received by the suppliers must go down.

Figure 16.4 depicts another way to determine the impact of a tax. Think
about the definition of equilibrium in this market. We want to find a
quantity ¢* such that when the supplier faces the price ps and the demander
faces the price pg = ps + t, the quantity ¢* is demanded by the demander
and supplied by the supplier. Let us represent the tax ¢ by a vertical line
segment and slide it along the supply curve until it just touches the demand
curve. That point is our equilibrium quantity!

EXAMPLE: Taxation with Linear Demand and Supply

Suppose that the demand and supply curves are both linear. Then if we
impose a tax in this market, the equilibrium is determined by the equations

a—bpp = c+dps
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The imposition of a tax. In order to study the impact of
a tax, we can either shift the demand curve down, as in panel
A, or shift the supply curve up, as in panel B. The equilibrium
prices paid by the demanders and received by the suppliers will
be the same either way.

and
pp = ps +t.

Substituting from the second equation into the first, we have
a—b(ps +1t) =c+dps.
Solving for the equilibrium supply price, p%, gives

. _a—c—0bt
Ps= 7010

The equilibrium demand price, p},, is then given by pg + ¢:

" a—c—bt
R T
a—c+dt

d+b

Note that the price paid by the demander increases and the price received
by the supplier decreases. The amount of the price change depends on the
slope of the demand and supply curves.

Figure
16.3
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Another way to determine the impact of a tax. Slide
the line segment along the supply curve until it hits the demand
curve.

16.7 Passing Along a Tax

One often hears about how a tax on producers doesn’t hurt profits, since
firms can simply pass along a tax to consumers. As we’ve seen above, a tax
really shouldn’t be regarded as a tax on firms or on consumers. Rather,
taxes are on transactions between firms and consumers. In general, a tax
will both raise the price paid by consumers and lower the price received by
firms. How much of a tax gets passed along will therefore depend on the
characteristics of demand and supply.

This is easiest to see in the extreme cases: when we have a perfectly
horizontal supply curve or a perfectly vertical supply curve. These are also
known as the case of perfectly elastic and perfectly inelastic supply.

We've already encountered these two special cases earlier in this chapter.
If an industry has a horizontal supply curve, it means that the industry will
supply any amount desired of the good at some given price, and zero units
of the good at any lower price. In this case the price is entirely determined
by the supply curve and the quantity sold is determined by demand. If
an industry has a vertical supply curve, it means that the quantity of the
good is fixed. The equilibrium price of the good is determined entirely by
demand.

Let’s consider the imposition of a tax in a market with a perfectly elastic
supply curve. As we've seen above, imposing a tax is just like shifting the
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Special cases of taxation. (A) In the case of a perfectly
elastic supply curve the tax gets completely passed along to the
consumers. (B) In the case of a perfectly inelastic supply none
of the tax gets passed along.

supply curve up by the amount of the tax, as illustrated in Figure 16.5A.

In the case of a perfectly elastic supply curve it is easy to see that the
price to the consumers goes up by exactly the amount of the tax. The
supply price is exactly the same as it was before the tax, and the demanders
end up paying the entire tax. When you think about the meaning of the
horizontal supply curve, this is not hard to understand. The horizontal
supply curve means that the industry is willing to supply any amount of
the good at some particular price, p*, and zero amount at any lower price.
Thus, if any amount of the good is going to be sold at all in equilibrium,
the suppliers must receive p* for selling it. This effectively determines the
equilibrium supply price, and the demand price is p* + t.

The opposite case is illustrated in Figure 16.5B. If the supply curve is
vertical and we “shift the supply curve up,” we don’t change anything in
the diagram. The supply curve just slides along itself, and we still have
the same amount of the good supplied, with or without the tax. In this
case, the demanders determine the equilibrium price of the good, and they
are willing to pay a certain amount, p*, for the supply of the good that is
available, tax or no tax. Thus they end up paying p*, and the suppliers
end up receiving p* — t. The entire amount of the tax is paid by the
suppliers.

This case often strikes people as paradoxical, but it really isn’t. If the
suppliers could raise their prices after the tax is imposed and still sell their
entire fixed supply, they would have raised their prices before the tax was
imposed and made more money! If the demand curve doesn’t move, then

Figure
16.5
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the only way the price can increase is if the supply is reduced. If a policy
doesn’t change either supply or demand, it certainly can’t affect price.
Now that we understand the special cases, we can examine the in-between
case where the supply curve has an upward slope but is not perfectly ver-
tical. In this situation, the amount of the tax that gets passed along will
depend on the steepness of the supply curve relative to the demand curve.
If the supply curve is nearly horizontal, nearly all of the tax gets passed
along to the consumers, while if the supply curve is nearly vertical, almost
none of the tax gets passed along. See Figure 16.6 for some examples.

DEMAND DEMAND
PRICE PRICE

QUANTITY QUANTITY
A B
Passing along a tax. (A) If the supply curve is nearly hori-

zontal, much of the tax can be passed along. (B) If it is nearly
vertical, very little of the tax can be passed along.

16.8 The Deadweight Loss of a Tax

We’ve seen that taxing a good will typically increase the price paid by the
demanders and decrease the price received by the suppliers. This certainly
represents a cost to the demanders and suppliers, but from the economist’s
viewpoint, the real cost of the tax is that the output has been reduced.

The lost output is the social cost of the tax. Let us explore the social
cost of a tax using the consumers’ and producers’ surplus tools developed
in Chapter 14. We start with the diagram given in Figure 16.7. This
depicts the equilibrium demand price and supply price after a tax, t, has
been imposed.



THE DEADWEIGHT LOSS OF ATAX 305

Output has been decreased by this tax, and we can use the tools of
consumers’ and producers’ surplus to value the social loss. The loss in
consumers’ surplus is given by the areas A + B, and the loss in producers’
surplus is given in areas C'+ D. These are the same kind of losses that we
examined in Chapter 14.
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o D
Ps ‘
|
|
|
|
|
|
q* QUANTITY
The deadweight loss of a tax. The area B + D measures Figure
the deadweight loss of the tax. 16.7

Since we're after an expression for the social cost of the tax, it seems
sensible to add the areas A+ B and C'+ D to each other to get the total loss
to the consumers and to the producers of the good in question. However,
we’ve still left out one party—mnamely, the government.

The government gains revenue from the tax. And, of course, the con-
sumers who benefit from the government services provided with these tax
revenues also gain from the tax. We can’t really say how much they gain
until we know what the tax revenues will be spent on.

Let us make the assumption that the tax revenues will just be handed
back to the consumers and the producers, or equivalently that the services
provided by the government revenues will be just equal in value to the
revenues spent on them.

Then the net benefit to the government is the area A + C—the total
revenue from the tax. Since the loss of producers’ and consumers’ surpluses
are net costs, and the tax revenue to the government is a net benefit, the
total net cost of the tax is the algebraic sum of these areas: the loss in
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consumers’ surplus, —(A + B), the loss in producers’ surplus, —(C + D),
and the gain in government revenue, +(A + C).

The net result is the area —(B + D). This area is known as the dead-
weight loss of the tax or the excess burden of the tax. This latter phrase
is especially descriptive.

Recall the interpretation of the loss of consumers’ surplus. It is how
much the consumers would pay to avoid the tax. In terms of this diagram
the consumers are willing to pay A + B to avoid the tax. Similarly, the
producers are willing to pay C' 4+ D to avoid the tax. Together they are
willing to pay A+ B + C + D to avoid a tax that raises A + C dollars of
revenue. The excess burden of the tax is therefore B + D.

What is the source of this excess burden? Basically it is the lost value to
the consumers and producers due to the reduction in the sales of the good.
You can’t tax what isn’t there.! So the government doesn’t get any revenue
on the reduction in sales of the good. From the viewpoint of society, it is
a pure loss—a deadweight loss.

We could also derive the deadweight loss directly from its definition, by
just measuring the social value of the lost output. Suppose that we start
at the old equilibrium and start moving to the left. The first unit lost was
one where the price that someone was willing to pay for it was just equal
to the price that someone was willing to sell it for. Here there is hardly
any social loss since this unit was the marginal unit that was sold.

Now move a little farther to the left. The demand price measures how
much someone was willing to pay to receive the good, and the supply price
measures the price at which someone was willing to supply the good. The
difference is the lost value on that unit of the good. If we add this up over
the units of the good that are not produced and consumed because of the
presence of the tax, we get the deadweight loss.

EXAMPLE: The Market for Loans

The amount of borrowing or lending in an economy is influenced to a large
degree by the interest rate charged. The interest rate serves as a price in
the market for loans.

We can let D(r) be the demand for loans by borrowers and S(r) be
the supply of loans by lenders. The equilibrium interest rate, r*, is then
determined by the condition that demand equal supply:

D(r*) = S(r"). (16.1)
Suppose we consider adding taxes to this model. What will happen to

the equilibrium interest rate?

L At least the government hasn’t figured out how to do this yet. But they’re working
on it.
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In the U.S. economy individuals have to pay income tax on the interest
they earn from lending money. If everyone is in the same tax bracket, ¢,
the after-tax interest rate facing lenders will be (1 — ¢)r. Thus the supply
of loans, which depends on the after-tax interest rate, will be S((1 —t)r).

On the other hand, the Internal Revenue Service code allows many bor-
rowers to deduct their interest charges, so if the borrowers are in the same
tax bracket as the lenders, the after-tax interest rate they pay will be
(1 —t)r. Hence the demand for loans will be D((1 —¢)r). The equation for
interest rate determination with taxes present is then

D((1—t)r') = S((1 — t)r'). (16.2)

Now observe that if r* solves equation (16.1), then r* = (1 — ¢)7’ must
solve equation (16.2) so that

r*=(1-1t),

or y
’ r

1=y

Thus the interest rate in the presence of the tax will be higher by 1/(1—t).
The after-taz interest rate (1 — t)r’ will be r*, just as it was before the tax
was imposed!

Figure 16.8 may make things clearer. Making interest income taxable
will tilt the supply curve for loans up by a factor of 1/(1 — t); but making
interest payments tax deductible will also tilt the demand curve for loans
up by 1/(1 —t). The net result is that the market interest rate rises by
precisely 1/(1 —t).

Inverse demand and supply functions provide another way to look at this
problem. Let r,(q) be the inverse demand function for borrowers. This tells
us what the after-tax interest rate would have to be to induce people to
borrow ¢. Similarly, let r;(q) be the inverse supply function for lenders.
The equilibrium amount lent will then be determined by the condition

mp(q") = 1(q")- (16.3)

Now introduce taxes into the situation. To make things more interesting,
we’ll allow borrowers and lenders to be in different tax brackets, denoted
by t;, and ¢;. If the market interest rate is r, then the after-tax rate facing
borrowers will be (1 —#)r, and the quantity they choose to borrow will be
determined by the equation

(1 —tp)r = rs(q)

or

(16.4)
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Equilibrium in the loan market. If borrowers and lenders
are in the same tax bracket, the after-tax interest rate and the
amount borrowed are unchanged.

Similarly, the after-tax rate facing lenders will be (1—¢;)r, and the amount
they choose to lend will be determined by the equation

(1 —t)r =mnq)

or
_ 7"1(‘1)
1—t°

Combining equations (16.4) and (16.5) gives the equilibrium condition:

r (16.5)

(@) _ (@)
1—ty, 1—1;

r= (16.6)
From this equation it is easy to see that if borrowers and lenders are in the
same tax bracket, so that ¢, = t;, then § = ¢*. What if they are in different
tax brackets? It is not hard to see that the tax law is subsidizing borrowers
and taxing lenders, but what is the net effect? If the borrowers face a
higher price than the lenders, then the system is a net tax on borrowing,
but if the borrowers face a lower price than the lenders, then it is a net
subsidy. Rewriting the equilibrium condition, equation (16.6), we have

_l—tb
C1l-t

r5(q) r1(q)-



THE DEADWEIGHT LOSS OF ATAX 309
Thus borrowers will face a higher price than lenders if

1—1t
—>1

1—1 ’

which means that ¢; > ;. So if the tax bracket of lenders is greater than
the tax bracket of borrowers, the system is a net tax on borrowing, but if
t; < tp, it is a net subsidy.

EXAMPLE: Food Subsidies

In years when there were bad harvests in nineteenth-century England the
rich would provide charitable assistance to the poor by buying up the har-
vest, consuming a fixed amount of the grain, and selling the remainder to
the poor at half the price they paid for it. At first thought this seems like
it would provide significant benefits to the poor, but on second thought,
doubts begin to arise.

The only way that the poor can be made better off is if they end up
consuming more grain. But there is a fixed amount of grain available after
the harvest. So how can the poor be better off because of this policy?

As a matter of fact they are not; the poor end up paying exactly the
same price for the grain with or without the policy. To see why, we will
model the equilibrium with and without this program. Let D(p) be the
demand curve for the poor, K the amount demanded by the rich, and S
the fixed amount supplied in a year with a bad harvest. By assumption the
supply of grain and the demand by the rich are fixed. Without the charity
provided by the rich, the equilibrium price is determined by total demand
equals total supply:

D(p*) + K = 8.

With the program in place, the equilibrium price is determined by
D(p/2)+ K = S.

But now observe: if p* solves the first equation, then p = 2p* solves the
second equation. So when the rich offer to buy the grain and distribute it to
the poor, the market price is simply bid up to twice the original price—and
the poor pay the same price they did before!

When you think about it this isn’t too surprising. If the demand of the
rich is fixed and the supply of grain is fixed, then the amount that the
poor can consume is fixed. Thus the equilibrium price facing the poor is
determined entirely by their own demand curve; the equilibrium price will
be the same, regardless of how the grain is provided to the poor.
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EXAMPLE: Subsidies in Iraq

Even subsidies that are put in place “for a good reason” can be extremely
difficult to dislodge. Why? Because they create a political constituency
that comes to rely on them. This is true in every country, but Iraq repre-
sents a particularly egregious case. As of 2005, fuel and food subsidies in
Iraq consumed nearly one third of the government’s budget.?

Almost all of the Iraqi government’s budget comes from oil exports.
There is very little refining capacity in the country, so Iraq imports gasoline
at 30 to 35 cents a liter, which it then sells to the public at 1.5 cents.
A substantial amount of this gasoline is sold on the black market and
smuggled into Turkey, where gas is about one dollar a liter.

Food and fuel oil are also highly subsidized. Politicians are reluctant to
remove these subsidies due to the politically unstable environment. When
similar subsidies were removed in Yemen, there was rioting in the streets,
with dozens of people dying. A World Bank study concluded that more
than half of the GDP in Iraq was spent on subsidies. According to the
finance minister, Ali Abdulameer Allawi, “They’ve reached the point where
they’ve become insane. They distort the economy in a grotesque way, and
create the worst incentives you can think of.”

16.9 Pareto Efficiency

An economic situation is Pareto efficient if there is no way to make
any person better off without hurting anybody else. Pareto efficiency is a
desirable thing—if there is some way to make some group of people better
off, why not do it?—but efficiency is not the only goal of economic policy.
For example, efficiency has almost nothing to say about income distribution
or econonic justice.

However, efficiency is an important goal, and it is worth asking how well
a competitive market does in achieving Pareto efficiency. A competitive
market, or any economic mechanism, has to determine two things. First,
how much is produced, and second, who gets it. A competitive market
determines how much is produced based on how much people are willing to
pay to purchase the good as compared to how much people must be paid
to supply the good.

Consider Figure 16.9. At any amount of output less than the competitive
amount ¢*, there is someone who is willing to supply an extra unit of the

2 James Glanz, “Despite Crushing Costs, Iragi Cabinet Lets Big Subsidies Stand,” New
York Times, August 11, 2005.
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Pareto efficiency. The competitive market determines a
Pareto efficient amount of output because at ¢* the price that
someone is willing to pay to buy an extra unit of the good is
equal to the price that someone must be paid to sell an extra
unit of the good.

good at a price that is less than the price that someone is willing to pay
for an extra unit of the good.

If the good were produced and exchanged between these two people at
any price between the demand price and the supply price, they would both
be made better off. Thus any amount less than the equilibrium amount
cannot be Pareto efficient, since there will be at least two people who could
be made better off.

Similarly, at any output larger than ¢*, the amount someone would be
willing to pay for an extra unit of the good is less than the price that it
would take to get it supplied. Only at the market equilibrium ¢* would we
have a Pareto efficient amount of output supplied—an amount such that
the willingness to pay for an extra unit is just equal to the willingness to
be paid to supply an extra unit.

Thus the competitive market produces a Pareto efficient amount of out-
put. What about the way in which the good is allocated among the con-
sumers? In a competitive market everyone pays the same price for a good—
the marginal rate of substitution between the good and “all other goods”
is equal to the price of the good. Everyone who is willing to pay this price
is able to purchase the good, and everyone who is not willing to pay this
price cannot purchase the good.

Figure
16.9
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What would happen if there were an allocation of the good where the
marginal rates of substitution between the good and “all other goods” were
not the same? Then there must be at least two people who value a marginal
unit of the good differently. Maybe one values a marginal unit at $5 and
one values it at $4. Then if the one with the lower value sells a bit of the
good to the one with the higher value at any price between $4 and $5,
both people would be made better off. Thus any allocation with different
marginal rates of substitution cannot be Pareto efficient.

EXAMPLE: Waiting in Line

One commonly used way to allocate resources is by making people wait
in line. We can analyze this mechanism for resource allocation using the
same tools that we have developed for analyzing the market mechanism.
Let us look at a concrete example: suppose that your university is going to
distribute tickets to the championship basketball game. Each person who
waits in line can get one ticket for free.

The cost of a ticket will then simply be the cost of waiting in line. People
who want to see the basketball game very much will camp out outside the
ticket office so as to be sure to get a ticket. People who don’t care very
much about the game may drop by a few minutes before the ticket window
opens on the off chance that some tickets will be left. The willingness to pay
for a ticket should no longer be measured in dollars but rather in waiting
time, since tickets will be allocated according to willingness to wait.

Will waiting in line result in a Pareto efficient allocation of tickets? Ask
yourself whether it is possible that someone who waited for a ticket might
be willing to sell it to someone who didn’t wait in line. Often this will be
the case, simply because willingness to wait and willingness to pay differ
across the population. If someone is willing to wait in line to buy a ticket
and then sell it to someone else, allocating tickets by willingness to wait
does not exhaust all the gains to trade—some people would generally still
be willing to trade the tickets after the tickets have been allocated. Since
waiting in line does not exhaust all of the gains from trade, it does not in
general result in a Pareto efficient outcome.

If you allocate a good using a price set in dollars, then the dollars paid by
the demanders provide benefits to the suppliers of the good. If you allocate
a good using waiting time, the hours spent in line don’t benefit anybody.
The waiting time imposes a cost on the buyers of the good and provide no
benefits at all to the suppliers. Waiting in line is a form of deadweight
loss—the people who wait in line pay a “price” but no one else receives
any benefits from the price they pay.
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Summary

1. The supply curve measures how much people will be willing to supply
of some good at each price.

2. An equilibrium price is one where the quantity that people are willing
to supply equals the quantity that people are willing to demand.

3. The study of how the equilibrium price and quantity change when the
underlying demand and supply curves change is another example of com-
parative statics.

4. When a good is taxed, there will always be two prices: the price paid
by the demanders and the price received by the suppliers. The difference
between the two represents the amount of the tax.

5. How much of a tax gets passed along to consumers depends on the
relative steepness of the demand and supply curves. If the supply curve
is horizontal, all of the tax gets passed along to consumers; if the supply
curve is vertical, none of the tax gets passed along.

6. The deadweight loss of a tax is the net loss in consumers’ surplus plus
producers’ surplus that arises from imposing the tax. It measures the value
of the output that is not sold due to the presence of the tax.

7. A situation is Pareto efficient if there is no way to make some group of
people better off without making some other group worse off.

8. The Pareto efficient amount of output to supply in a single market is
that amount where the demand and supply curves cross, since this is the
only point where the amount that demanders are willing to pay for an extra
unit of output equals the price at which suppliers are willing to supply an
extra unit of output.

REVIEW QUESTIONS

1. What is the effect of a subsidy in a market with a horizontal supply
curve? With a vertical supply curve?

2. Suppose that the demand curve is vertical while the supply curve slopes
upward. If a tax is imposed in this market who ends up paying it?
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3. Suppose that all consumers view red pencils and blue pencils as perfect
substitutes. Suppose that the supply curve for red pencils is upward slop-
ing. Let the price of red pencils and blue pencils be p, and p,. What would
happen if the government put a tax only on red pencils?

4. The United States imports about half of its petroleum needs. Suppose
that the rest of the oil producers are willing to supply as much oil as the
United States wants at a constant price of $25 a barrel. What would happen
to the price of domestic oil if a tax of $5 a barrel were placed on foreign
0il?

5. Suppose that the supply curve is vertical. What is the deadweight loss
of a tax in this market?

6. Consider the tax treatment of borrowing and lending described in the
text. How much revenue does this tax system raise if borrowers and lenders
are in the same tax bracket?

7. Does such a tax system raise a positive or negative amount of revenue
when t; < 3?7



CHAPTER 1 7

AUCTIONS

Auctions are one of the oldest form of markets, dating back to at least 500
BC. Today, all sorts of commodities, from used computers to fresh flowers,
are sold using auctions.

Economists became interested in auctions in the early 1970s when the
OPEC oil cartel raised the price of oil. The U.S. Department of the Inte-
rior decided to hold auctions to sell the right to drill in coastal areas that
were expected to contain vast amounts of oil. The government asked econ-
omists how to design these auctions, and private firms hired economists as
consultants to help them design a bidding strategy. This effort prompted
considerable research in auction design and strategy.

More recently, the Federal Communications Commission (FCC) decided
to auction off parts of the radio spectrum for use by cellular phones, per-
sonal digital assistants, and other communication devices. Again, econ-
omists played a major role in the design of both the auctions and the
strategies used by the bidders. These auctions were hailed as very suc-
cessful public policy, resulting in revenues to the U.S. government of over
twenty-three billion dollars to date.

Other countries have also used auctions for privatization projects. For
example, Australia sold off several government-owned electricity plants,
and New Zealand auctioned off parts of its state-owned telephone system.
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Consumer-oriented auctions have also experienced something of a re-
naissance on the Internet. There are hundreds of auctions on the Internet,
selling collectibles, computer equipment, travel services, and other items.
OnSale claims to be the largest, reporting over forty-one million dollars
worth of merchandise sold in 1997.

17.1 Classification of Auctions

The economic classification of auctions involves two considerations: first,
what is the nature of the good that is being auctioned, and second, what
are the rules of bidding? With respect to the nature of the good, econo-
mists distinguish between private-value auctions and common-value
auctions.

In a private-value auction, each participant has a potentially different
value for the good in question. A particular piece of art may be worth
$500 to one collector, $200 to another, and $50 to yet another, depending
on their taste. In a common-value auction, the good in question is worth
essentially the same amount to every bidder, although the bidders may
have different estimates of that common value. The auction for off-shore
drilling rights described above had this characteristic: a given tract either
had a certain amount of oil or not. Different oil companies may have had
different estimates about how much oil was there, based on the outcomes of
their geological surveys, but the oil had the same market value regardless
of who won the auction.

We will spend most of the time in this chapter discussing private-value
auctions, since they are the most familiar case. At the end of the chapter,
we will describe some of the features of common-value auctions.

Bidding Rules

The most prevalent form of bidding structure for an auction is the English
auction. The auctioneer starts with a reserve price, which is the lowest
price at which the seller of the good will part with it." Bidders successively
offer higher prices; generally each bid must exceed the previous bid by some
minimal bid increment. When no participant is willing to increase the
bid further, the item is awarded to the highest bidder.

Another form of auction is known as a Dutch auction, due to its use
in the Netherlands for selling cheese and fresh flowers. In this case the
auctioneer starts with a high price and gradually lowers it by steps until
someone is willing to buy the item. In practice, the “auctioneer” is often
a mechanical device like a dial with a pointer which rotates to lower and

1 See the footnote about “reservation price” in Chapter 6.
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lower values as the auction progresses. Dutch auctions can proceed very
rapidly, which is one of their chief virtues.

Yet a third form of auctions is a sealed-bid auction. In this type of
auction, each bidder writes down a bid on a slip of paper and seals it in
an envelope. The envelopes are collected and opened, and the good is
awarded to the person with the highest bid who then pays the auctioneer
the amount that he or she bid. If there is a reserve price, and all bids are
lower than the reserve price, then no one may receive the item.

Sealed-bid auctions are commonly used for construction work. The per-
son who wants the construction work done requests bids from several con-
tractors with the understanding that the job will be awarded to the con-
tractor with the lowest bid.

Finally, we consider a variant on the sealed bid-auction that is known as
the philatelist auction or Vickrey auction. The first name is due to
the fact that this auction form was originally used by stamp collectors; the
second name is in honor of William Vickrey, who received the 1996 Nobel
prize for his pioneering work in analyzing auctions. The Vickrey auction is
like the sealed-bid auction, with one critical difference: the good is awarded
to the highest bidder, but at the second-highest price. In other words, the
person who bids the most gets the good, but he or she only has to pay the
bid made by the second-highest bidder. Though at first this sounds like a
rather strange auction form, we will see below that it has some very nice
properties.

17.2 Auction Design

Let us suppose that we have a single item to auction off and that there are
n bidders with (private) values vy, ...,v,. For simplicity, we assume that
the values are all positive and that the seller has a zero value. Our goal is
to choose an auction form to sell this item.

This is a special case of an economic mechanism design problem. In
the case of the auction there are two natural goals that we might have in
mind:

e Pareto efficiency. Design an auction that results in a Pareto efficient
outcome.

e Profit maximization. Design an auction that yields the highest ex-
pected profit to the seller.

Profit maximization seems pretty straightforward, but what does Pareto
efficiency mean in this context? It is not hard to see that Pareto efficiency
requires that the good be assigned to the person with the highest value.
To see this, suppose that person 1 has the highest value and person 2 has
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some lower value for the good. If person 2 receives the good, then there
is an easy way to make both 1 and 2 better off: transfer the good from
person 2 to person 1 and have person 1 pay person 2 some price p that lies
between v1 and vo. This shows that assigning the good to anyone but the
person who has the highest value cannot be Pareto efficient.

If the seller knows the values vy,...,v, the auction design problem is
pretty trivial. In the case of profit maximization, the seller should just
award the item to the person with the highest value and charge him or
her that value. If the desired goal is Pareto efficiency, the person with the
highest value should still get the good, but the price paid could be any
amount between that person’s value and zero, since the distribution of the
surplus does not matter for Pareto efficiency.

The more interesting case is when the seller does not know the buyers’
values. How can one achieve efficiency or profit maximization in this case?

First consider Pareto efficiency. It is not hard to see that an English
auction achieves the desired outcome: the person with the highest value will
end up with the good. It requires only a little more thought to determine
the price that this person will pay: it will be the value of the second-highest
bidder plus, perhaps, the minimal bid increment.

Think of a specific case where the highest value is, say $100, the second-
highest value is $80, and the bid increment is, say, $5. Then the person
with the $100 valuation would be willing to bid $85, while the person with
the $80 value would not. Just as we claimed, the person with the highest
valuation gets the good, at the second highest price (plus, perhaps, the bid
increment). (We keep saying “perhaps” since if both players bid $80 there
would be a tie and the exact outcome would depend on the rule used for
tie-breaking.)

What about profit maximization? This case turns out to be more difficult
to analyze since it depends on the beliefs that the seller has about the
buyers’ valuations. To see how this works, suppose that there are just
two bidders either of whom could have a value of $10 or $100 for the
item in question. Assume these two cases are equally likely, so that there
are four equally probable arrangements for the values of bidders 1 and 2:
(10,10), (10,100), (100,10), (100,100). Finally, suppose that the minimal
bid increment is $1 and that ties are resolved by flipping a coin.

In this example, the winning bids in the four cases described above will
be (10,11,11,100) and the bidder with the highest value will always get the
good. The expected revenue to the seller is $33 = (10 + 11 + 11 + 100).

Can the seller do better than this? Yes, if he sets an appropriate reser-
vation price. In this case, the profit-maximizing reservation price is $100.
Three-quarters of the time, the seller will sell the item for this price, and
one-quarter of the time there will be no winning bid. This yields an ex-
pected revenue of $75, much higher than the expected revenue yielded by
the English auction with no reservation price.

Note that this policy is not Pareto efficient, since one-quarter of the time
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no one gets the good. This is analogous to the deadweight loss of monopoly
and arises for exactly the same reason.

The addition of the reservation price is very important if you are in-
terested in profit maximization. In 1990, the New Zealand government
auctioned off some of the spectrum for use by radio, television, and cellu-
lar telephones, using a Vickrey auction. In one case, the winning bid was
NZ$100,000, but the second-highest bid was only NZ$6! This auction may
have led to a Pareto efficient outcome, but it was certainly not revenue
maximizing!

We have seen that the English auction with a zero reservation price
guarantees Pareto efficiency. What about the Dutch auction? The answer
here is not necessarily. To see this, consider a case with two bidders who
have values of $100 and $80. If the high-value person believes (erroneously!)
that the second-highest value is $70, he or she would plan to wait until the
auctioneer reached, say, $75 before bidding. But, by then, it would be too
late—the person with the second-highest value would have already bought
the good at $80. In general, there is no guarantee that the good will be
awarded to the person with the highest valuation.

The same holds for the case of a sealed-bid auction. The optimal bid for
each of the agents depends on their beliefs about the values of the other
agents. If those beliefs are inaccurate, the good may easily end up being
awarded to someone who does not have the highest valuation.?

Finally, we consider the Vickrey auction—the variant on the sealed-bid
auction where the highest bidder gets the item, but only has to pay the
second-highest price.

First we observe that if everyone bids their true value for the good in
question, the item will end up being awarded to the person with the highest
value, who will pay a price equal to that of the person with the second-
highest value. This is essentially the same as the outcome of the English
auction (up to the bid increment, which can be arbitrarily small).

But is it optimal to state your true value in a Vickrey auction? We saw
that for the standard sealed-bid auction, this is not generally the case. But
the Vickrey auction is different: the surprising answer is that it is always
in each player’s interest to write down their true value.

To see why, let us look at the special case of two bidders, who have
values v1; and vy and write down bids of b; and by. The expected payoff to
bidder 1 is:

Prob(by > bo)[v1 — ba],

2 On the other hand, if all players’ beliefs are accurate, on average, and all bidders
play optimally, the various auction forms described above turn out to yield the same
allocation and the same expected price in equilibrium. For a detailed analysis, see
P. Milgrom, “Auctions and Bidding: a Primer,” Journal of Economic Perspectives,
3(3), 1989, 3-22, and P. Klemperer, “Auction Theory: A Guide to the Literature,”
Economic Surveys, 13(3), 1999, 227-286.
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where “Prob” stands for “probability.”

The first term in this expression is the probability that bidder 1 has the
highest bid; the second term is the consumer surplus that bidder 1 enjoys
if he wins. (If by < b, then bidder 1 gets a surplus of 0, so there is no need
to consider the term containing Prob(by < bs).)

Suppose that vy > by. Then bidder 1 wants to make the probability of
winning as large as possible, which he can do by setting by = v;. Suppose,
on the other hand, that vy < by. Then bidder 1 wants to make the proba-
bility of winning as small as possible, which he can do by setting by = v;.
In either case, an optimal strategy for bidder 1 is to set his bid equal to his
true value! Honesty is the best policy ...at least in a Vickrey auction!

The interesting feature of the Vickrey auction is that it achieves essen-
tially the same outcome as an English auction, but without the iteration.
This is apparently why it was used by stamp collectors. They sold stamps
at their conventions using English auctions and via their newsletters using
sealed-bid auctions. Someone noticed that the sealed-bid auction would
mimic the outcome of the English auctions if they used the second-highest
bid rule. But it was left to Vickrey to conduct the full-fledged analysis of
the philatelist auction and show that truth-telling was the optimal strategy
and that the philatelist auction was equivalent to the English auction.

17.3 Other Auction Forms

The Vickrey auction was thought to be only of limited interest until online
auctions became popular. The world’s largest online auction house, eBay,
claims to have almost 30 million registered users who, in 2000, traded $5
billion worth of merchandise.

Auctions run by eBay last for several days, or even weeks, and it is
inconvenient for users to monitor the auction process continually. In or-
der to avoid constant monitoring, eBay introduced an automated bidding
agent, which they call a proxy bidder. Users tell their bidding agent
the most they are willing to pay for an item and an initial bid. As the
bidding progresses, the agent automatically increases a participant’s bid
by the minimal bid increment when necessary, as long as this doesn’t raise
the participant’s bid over his or her maximum.

Essentially this is a Vickrey auction: each user reveals to their bidding
agent the maximum price he or she is willing to pay. In theory, the par-
ticipant who enters the highest bid will win the item but will only have
to pay the second-highest bid (plus a minimal bid increment to break the
tie.) According to the analysis in the text, each bidder has an incentive to
reveal his or her true value for the item being sold.

In practice, bidder behavior is a bit different than that predicted by the
Vickrey model. Often bidders wait until close to the end of the auction to
enter their bids. This behavior appears to be for two distinct reasons: a
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reluctance to reveal interest too early in the game, and the hope to snatch
up a bargain in an auction with few participants. Nevertheless, the bidding
agent model seems to serve users very well. The Vickrey auction, which
was once thought to be only of theoretical interest, is now the preferred
method of bidding for the world’s largest online auction house!

There are even more exotic auction designs in use. One peculiar example
is the escalation auction. In this type of auction, the highest bidder wins
the item, but the highest and the second-highest bidders both have to pay
the amount they bid.

Suppose, for example, that you auction off 1 dollar to a number of bidders
under the escalation auction rules. Typically a few people bid 10 or 15
cents, but eventually most of the bidders drop out. When the highest bid
approaches 1 dollar, the remaining bidders begin to catch on to the problem
they face. If one has bid 90 cents, and the other 85 cents, the low bidder
realizes that if he stays put, he will pay 85 cents and get nothing but, if he
escalates to 95 cents, he will walk away with a nickel.

But once he has done this, the bidder who was at 90 cents can reason the
same way. In fact, it is in her interest to bid over a dollar. If, for example,
she bids $1.05 (and wins), she will lose only 5 cents rather than 90 cents!
It’s not uncommon to see the winning bid end up at $5 or $6.

A somewhat related auction is the everyone pays auction. Think of
a crooked politician who announces that he will sell his vote under the
following conditions: all the lobbyists contribute to his campaign, but he
will vote for the appropriations favored by the highest contributor. This is
essentially an auction where everyone pays but only the high bidder gets
what she wants!

EXAMPLE: Late Bidding on eBay

According to standard auction theory eBay’s proxy bidder should induce
people to bid their true value for an item. The highest bidder wins at
(essentially) the second highest bid, just as in a Vickrey auction. But it
doesn’t work quite like that in practice. In many auctions, participants
wait until virtually the last minute to place their bids. In one study, 37
percent of the auctions had bids in the last minute and 12 percent had bids
in the last 10 seconds. Why do we see so many “late bids”?

There are at least two theories to explain this phenomenon. Patrick
Bajari and Ali Hortagsu, two auction experts, argue that for certain sorts
of auctions, people don’t want to bid early to avoid driving up the selling
price. EBay typically displays the bidder identification and actual bids
(not the maximum bids) for items being sold. If you are an expert on rare
stamps, with a well-known eBay member name, you may want to hold back
placing your bid so as not to reveal that you are interested in a particular
stamp.
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This explanation makes a lot of sense for collectibles such as stamps and
coins, but late bidding also occurs in auctions for generic items, such as
computer parts. Al Roth and Axel Ockenfels suggest that late bidding is
a way to avoiding bidding wars.

Suppose that you and someone else are bidding for a Pez dispenser with
a seller’s reserve price of $2. It happens that you each value the dispenser
at $10. If you both bid early, stating your true maximum value of $10,
then even if the tie is resolved in your favor you end up paying $10—since
that is also the other bidder’s maximum value. You may “win” but you
don’t get any consumer surplus!

Alternatively, suppose that each of you waits until the auction is almost
over and then bids $10 in the last possible seconds of the auction. (At
eBay, this is called “sniping.”) In this case, there’s a good chance that
one of the bids won’t get through, so the winner ends up paying only the
seller’s reserve price of $2.

Bidding high at the last minute introduces some randomness into the
outcome. One of the players gets a great deal and the other gets nothing.
But that’s not necessarily so bad: if they both bid early, one of the players
ends up paying his full value and the other gets nothing.

In this analysis, the late bidding is a form of “implicit collusion.” By
waiting to bid, and allowing chance to play a role, bidders can end up doing
substantially better on average than they do by bidding early.

17.4 Position Auctions

A position auction is a way to auction off positions, such as a position
in a line or a position on a web page. The defining characteristic is that
all players rank the positions in the same way, but they may value the
positions differently. Everybody would agree that it is better to be in the
front of the line than further back, but they could be willing to pay different
amounts to be first in line.

One prominent example of a position auction is the auction used by
search engine providers such as Google, Microsoft, and Yahoo to sell ads.
In this case all advertisers agree that being in the top position is best,
the second from the top position is second best, and so on. However, the
advertisers are often selling different things, so the expected profit that
they will get from a visitor to their web page will differ.

Here we describe a simplified version of these online ad auctions. De-
tails differ across search engines, but the model below captures the general
behavior.

We suppose that there are s = 1,...,.S slots where ads can be displayed.
Let x5 denote the number of clicks that an ad can expect to receive in slot
s. We assume that slots are ordered with respect to the number of clicks
they are likely to receive, so x1 > x9 > --+ > xg.
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Each of the advertisers has a value per click, which is related to the
expected profit it can get from a visitor to its web site. Let v, be the value
per click of the advertiser whose ad is shown in slot s.

Each advertiser states a bid, by, which is interpreted as the amount
it is willing to pay for slot s. The best slot (slot 1) is awarded to the
advertiser with the highest bid, the second-best slot (slot 2) is awarded to
the advertiser with the second highest bid, and so on.

The price that an advertiser pays for a bid is determined by the bid of
the advertiser below him. This is a variation on the Vickrey auction model
described earlier and is sometimes known as a generalized second price
auction or GSP.

In the GSP, advertiser 1 pays by per click, advertiser 2 pays b3 per click,
and so on. The rationale for this arrangement is that if an advertiser paid
the price it bid, it would have an incentive to cut its bid until it just beat
the advertiser below it. By setting the payment of the advertiser in slot s
to be the bid of the advertiser in slot s+ 1, each advertiser ends up paying
the minimum bid necessary to retain its position.

Putting these pieces together, we see that the profit of the advertiser in
slot s is (vs — bsa1)xs. This is just the value of the clicks minus the cost of
the clicks that an advertiser receives.

What is the equilibrium of this auction? Extrapolating from the Vickrey
auction, one might speculate that each advertiser should bid its true value.
This is true if there is only one slot being auctioned, but is false in general.

Two Bidders

Let us look at the case of 2 slots and 2 bidders. We assume that the high
bidder gets x1 clicks and pays the bid of the second highest bidder by. The
second highest bidder gets slot 2 and pays a reserve price r.

Suppose your value is v and you bid b. If b > by you get a payoff of
(v—"by)x1 and if b < by you get a payoff of (v —r)xs. Your expected payoff
is then

Prob(b > b2)(v — ba)x1 + [1 — Prob(b > b2)|(v — r)x2.
We can rearrange your expected payoff to be
(v —1)xe + Prob(b > bo)[v(x1 — x2) + ras — baaxq] (17.1)
Note that when the term in the brackets is positive (i.e., you make a
profit), you want the probability that b > by to be as large as possible, and

when the term is negative (you make a loss) you want the probability that
b > by to be as small as possible.
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However, this can easily be arranged. Simply choose a bid according to
this formula:
bry = v(x1 — x2) + TX0.

Now it is easy to check that when b > by, the bracketed term in expression
(17.1) is positive and when b < by the bracketed term in (17.1) is negative
or zero. Hence this bid will win the auction exactly when you want to win
and lose it exactly when you want to lose.

Note that this bidding rule is a dominant strategy: each bidder wants
to bid according to this formula, regardless of what the other player bids.
This means, of course, that the auction ends up putting the bidder with
the highest value in first place.

It is also easy to interpret the bid. If there are two bidders and two
slots, the second highest bidder will always get the second slot and end up
paying rxzs. The contest is about the extra clicks that the highest bidder
gets. The bidder who has the highest value will win those clicks, but that
bidder only has to pay the minimum amount necessary to beat the second
highest bidder.

We see that in this auction, you don’t want to bid your true value per
click, but you do want to bid an amount that reflects your true value of
the incremental clicks you are getting.

More Than Two Bidders

What happens if there are more than two bidders? In this case, there
will typically not be a dominant strategy equilibrium, but there will be a
equilibrium in prices. Let us look at a situation with 3 slots and 3 bidders.

The bidder in slot 3 pays a reservation price r. In equilibrium, the bidder
won’t want to move up to slot 2, so

(v3 —7)x3 > (V3 — P2)T2

or
v3(xe — x3) < paxe — rT3.

This inequality says that if the bidder prefers position 3 to position 2, the

value of the extra clicks it gets in position 2 must be less than the cost of

those extra clicks.
This inequality gives us a bound on the cost of clicks in position 2:

pary < raz +vz(ry — x3). (17.2)
Applying the same argument to the bidder in position 2, we have

171 < pawa + v2(T1 — 22). (17.3)
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Substituting inequality (17.2) into inequality (17.3) we have
p1xy < ras + vs(xe — x3) + va(x1 — T2). (17.4)

The total revenue in the auction is pyx1 + poxo + p3r3. Adding inequality
(17.2) to (17.3) and the revenue for slot 3 we have

R = vo(x1 — x2) + 2v3(x2 — x3) + 3ras.

So far, we have looked at 3 bidders for 3 slots. What happens if there
are 4 bidders for the 3 slots? In this case the reserve price is replaced by
the value of the fourth bidder. The logic is that the fourth bidder is willing
to buy any clicks that exceed its value, just as with the standard Vickrey
auction. This gives us a revenue expression of

R = 3varsy + 21}3(33‘2 — 3;‘3) + U2($1 — 33‘2).

We note a few things about this expression. First, the competition in the
search engine auction is about incremental clicks: how many clicks you get
if you bid for a higher position. Second, the bigger the gap between clicks
the larger the revenue. Third, when vy > r the revenue will be larger. This
simply says that competition tends to push revenue up.

Quality Scores

In practice, the bids are multiplied by a quality score to get an auction
ranking score. The ad with the highest bid times quality gets first position,
the second-highest ranking ad gets the second position, and so on. Each ad
pays the minimum price per click necessary to retain its position. If we let
qs be the quality of the ad in slot s, the ads are ordered by bi1q; > baqs >
b3qs - -+ and so on.

The price that the ad in slot 1 pays is just enough to retain its position,
S0 pP1q1 = baga, or p1 = baga/q1. (There may be some rounding to break
ties.)

There are several components of ad quality. However, the major com-
ponent is typically the historical clickthrough rate that an ad gets. This
means that ad rank is basically determined by

cost clicks cost

: X - - : :
clicks mpressions mmpressions

Hence the ad that gets first place will be the one that is willing to pay the
most per impression (i.e., ad view) rather than price per click.

When you think about it, this makes a lot of sense. Suppose one adver-
tiser is willing to pay $10 per click but is likely to get only 1 click in a day.
Another advertiser is willing to pay $1 per click will get 100 clicks in a day.
Which ad should be shown in the most prominent position?

Ranking ads in this way also helps the users. If two ads have the same
bid, then the one that users tend to click on more will get a higher position.
Users can “vote with their clicks” for the ads that they find the most useful.



326 AUCTIONS (Ch. 17)

17.5 Problems with Auctions

We've seen above that English auctions (or Vickrey auctions) have the
desirable property of achieving Pareto efficient outcomes. This makes them
attractive candidates for resource allocation mechanisms. In fact, most of
the airwave auctions used by the FCC were variants on the English auction.

But English auctions are not perfect. They are still susceptible to col-
lusion. The example of pooling in auction markets, described in Chapter
24, shows how antique dealers in Philadelphia colluded on their bidding
strategies in auctions.

There are also various ways to manipulate the outcome of auctions. In
the analysis described earlier, we assumed that a bid committed the bid-
der to pay. However, some auction designs allow bidders to drop out once
the winning bids are revealed. Such an option allows for manipulation.
For example, in 1993 the Australian government auctioned off licenses for
satellite-television services using a standard sealed-bid auction. The win-
ning bid for one of the licenses, A$212 million, was made by a company
called Ucom. Once the government announced Ucom had won, they pro-
ceeded to default on their bid, leaving the government to award the license
to the second-highest bidder—which was also Ucom! They defaulted on
this bid as well; four months later, after several more defaults, they paid
A$117 million for the license, which was A$95 million less than their initial
winning bid! The license ended up being awarded to the highest bidder at
the second-highest price—but the poorly designed auction caused at least
a year delay in bringing pay-TV to Australia.?

EXAMPLE: Taking Bids Off the Wall

One common method for manipulating auctions is for the seller to take
fictitious bids, a practice known as “taking bids off the wall.” Such manip-
ulation has found its way to online auctions as well, even where no walls
are involved.

According to a recent news story,* a New York jeweler sold large quanti-
ties of diamonds, gold, and platinum jewelry online. Though the items were
offered on eBay with no reserve price, the seller distributed spreadsheets
to his employees which instructed them to place bids in order to increase

See John McMillan, “Selling Spectrum Rights,” Journal of Economic Perspectives,
8(3), 145-152, for details of this story and how its lessons were incorporated into the
design of the U.S. spectrum auction. This article also describes the New Zealand
example mentioned earlier.

4 Barnaby J. Feder, “Jeweler to Pay $400,000 in Online Auction Fraud Settlement,”
New York Times, June 9, 2007.
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the final sales price. According to the lawsuit, the employees placed over
232,000 bids in a one-year period, inflating the selling prices by 20% on
average.

When confronted with the evidence, the jeweler agreed to pay a $400,000
fine to settle the civil fraud complaint.

17.6 The Winner’s Curse

We turn now to the examination of common-value auctions, where the
good that is being awarded has the same value to all bidders. However, each
of the bidders may have different estimates of that value. To emphasize
this, let us write the (estimated) value of bidder i as v + ¢; where v is the
true, common value and ¢; is the “error term” associated with bidder i’s
estimate.

Let’s examine a sealed-bid auction in this framework. What bid should
bidder i place? To develop some intuition, let’s see what happens if each
bidder bids their estimated value. In this case, the person with the highest
value of €;, €mn4s, gets the good. But as long as €4, > 0, this person
is paying more than v, the true value of the good. This is the so-called
Winner’s Curse. If you win the auction, it is because you have overes-
timated the value of the good being sold. In other words, you have won
only because you were too optimistic!

The optimal strategy in a common-value auction like this is to bid less
than your estimated value—and the more bidders there are, the lower you
want your own bid to be. Think about it: if you are the highest bidder
out of five bidders you may be overly optimistic, but if you are the highest
bidder out of twenty bidders you must be super optimistic. The more
bidders there are, the more humble you should be about your own estimates
of the “true value” of the good in question.

The Winner’s Curse seemed to be operating in the FCC’s May 1996
spectrum auction for personal communications services. The largest bidder
in that auction, NextWave Personal Communications Inc., bid $4.2 billion
for sixty-three licenses, winning them all. However, in January 1998 the
company filed for Chapter Eleven bankruptcy protection, after finding itself
unable to pay its bills.

17.7 Stable Marriage Problem

There are many examples of two-sided matching models where con-
sumers are matched up with each other. Men may be matched with women
by a dating service or matchmaker, students may be matched with colleges,
pledges may be matched with sororities, interns matched with hospitals,
and so on.
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What are good algorithms for making such matches? Do “stable” out-
comes always exist? Here we examine a simple mechanism for making
matches that are stable in a precisely defined sense.

Let us suppose that there are n men and an equal number of women and
we need to match them up as dancing partners. Each woman can rank
the men according to her preferences and the same goes for the men. For
simplicity, let us suppose that there are no ties in these rankings and that
everyone would prefer to dance than to sit on the sidelines.

What is a good way to arrange for dancing partners? One attractive
criterion is to find a way to produce a “stable” matching. The definition
of stable, in this context, is that there is no couple that would prefer each
other to their current partner. Said another way, if a man prefers another
woman to his current partner, that woman wouldn’t want him—she would
prefer the partner she currently had.

Does a stable matching always exist? If so, how can one be found?
The answer is that, contrary to the impression one would get from soap
operas and romance novels, there always are stable matchings and they are
relatively easy to construct.

The most famous algorithm, known as the deferred acceptance algo-
rithm, goes like this.”

Step 1. Each man proposes to his most preferred woman.

Step 2. Each woman records the list of proposals she receives on her dance
card.

Step 3. After all men have proposed to their most-preferred choice, each
woman (gently) rejects all of the suitors except for her most preferred.

Step 4. The rejected suitors propose to the next woman on their lists.

Step 5. Continue to step 2 or terminate the algorithm when every woman
has received an offer.

This algorithm always produce a stable matching. Suppose, to the con-
trary, that there is some man that prefers another woman to his present
partner. Then he would have invited her to dance before his current part-
ner. If she preferred him to her current partner, she would have rejected
her current partner earlier in the process.

5 Gale, David, and Lloyd Shapley [1962], “College Admissions and the Stability of
Marriage,” American Mathematical Monthly, 69, 9-15.
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It turns out that this algorithm yields the best possible stable matching
for the men in the sense that each man prefers the outcome of this matching
process to any other stable matching. Of course, if we flipped the roles of
men and women, we would find the woman-optimal stable matching.

Though the example described is slightly frivolous, processes like the
deferred acceptance algorithm are used to match students to schools in
Boston and New York, residents to hospitals nationwide, and even organ
donors to recipients.

17.8 Mechanism Design

Auctions and the two-sided matching model that we have discussed in this
chapter are examples of economic mechanisms. The idea of an economic
mechanism is to define a “game” or “market” that will yield some desired
outcome.

For example, one might want to design a mechanism to sell a painting.
A natural mechanism here would be an auction. But even with an auction,
there are many design choices. Should it be designed to maximize efficiency
(i.e., to ensure that the painting goes to the person who values it most
highly) or should it be designed to maximize expected revenue for the
seller, even if there is a risk that the painting may not be sold?

We've seen earlier that there are several different types of auctions, each
with advantages and disadvantages. Which one is best in a particular
circumstance?

Mechanism design is essentially the inverse of game theory. With game
theory, we are given a description of the rules of the game and want to
determine what the outcome will be. With mechanism design, we are
given a description of the outcome that we want to reach and try to design
a game that will reach it.%

Mechanism design is not limited to auctions or matching problems. It
also includes voting mechanisms and public goods mechanisms, such as
those described in Chapter 35, or externality mechanisms, such as those
described in Chapter 33.

In a general mechanism, we think of a number of agents (i.e., consumers
or firms) who each have some private information. In the case of an auction,
this private information might be their value for the item being auctioned.
In a problem involving firms, the private information might be their cost
functions.

The agents report some message about their private information to the
“center,” which we might think of as an auctioneer. The center examines
the messages and reports some outcome: who receives the item in question,

6 The 2007 Nobel Prize in Economics was awarded to Leo Hurwicz, Roger Myerson,
and Eric Maskin for their contributions to economic mechanism design.
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what output firms should produce, how much various parties have to pay
or be paid, and so on.

The major design decisions are 1) what sort of messages should be sent
to the center and 2) what rule the center should use to determine the
outcome. The constraints on the problem are the usual sort of resource
constraints (i.e., there is only one item to be sold) and the constraints that
the individuals will act in their own self-interest. This latter constraint is
known as the incentive compatibility constraint.

There may be other constraints as well. For example, we may want the
agents to participate voluntarily in the mechanism, which would require
that they get at least as high a payoff from participating as not participat-
ing. We will ignore this constraint for simplicity.

To get a flavor of what mechanism design looks like, let us consider
a simple problem of awarding an indivisible good to one of two different
agents. Let (z1,22) = (1,0) if agent 1 gets the good and (z1,x2) = (0,1)
if agent 2 gets the good. Let p be the price paid for the good.

We suppose that the message that each agent sends to the center is just
a reported value for the good. This is known as a direct revelation
mechanism. The center will then award the good to the agent with the
highest reported value and charge that agent some price p.

What are the constraints on p? Suppose agent 1 has the highest value.
Then his message to the center should be such that the payoff he gets in
response to that message is at least as large as the payoff he would get if
he sent the same message as agent 2 (who gets a zero payoff). This says

vy —p > 0.

By the same token, agent 2 must get at least as large a payoff from his
message as he would get if he sent the message sent by agent 1 (which
resulted in agent 1 getting the good). This says

02>wv2 —p.

Putting these two conditions together, we have v; > p > wvo, which says
that the price charged by the center must lie between the highest and
second-highest value.

In order to determine which price the center must charge, we need to
consider its objects and its information. If the center believes that the vy
can be arbitrarily close to vo and it always wants to award the item to the
highest bidder, then it has to set a price of vs.

This is just the Vickrey auction described earlier, in which each party
submits a bid and the item is awarded to the highest bidder at the second-
highest bid. This is clearly an attractive mechanism for this particular
problem.
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Summary

1. Auctions have been used for thousands of years to sell things.

2. If each bidder’s value is independent of the other bidders, the auction
is said to be a private-value auction. If the value of the item being sold is
essentially the same for everyone, the auction is said to be a common-value
auction.

3. Common auction forms are the English auction, the Dutch auction, the
sealed-bid auction, and the Vickrey auction.

4. English auctions and Vickrey auctions have the desirable property that
their outcomes are Pareto efficient.

5. Profit-maximizing auctions typically require a strategic choice of the
reservation price.

6. Despite their advantages as market mechanisms, auctions are vulnerable
to collusion and other forms of strategic behavior.

REVIEW QUESTIONS

1. Consider an auction of antique quilts to collectors. Is this a private-value
or a common-value auction?

2. Suppose that there are only two bidders with values of $8 and $10 for
an item with a bid increment of $1. What should the reservation price be
in a profit-maximizing English auction?

3. Suppose that we have two copies of Intermediate Microeconomics to sell
to three (enthusiastic) students. How can we use a sealed-bid auction that
will guarantee that the bidders with the two highest values get the books?

4. Consider the Ucom example in the text. Was the auction design efficient?
Did it maximize profits?

5. A game theorist fills a jar with pennies and auctions it off on the first day
of class using an English auction. Is this a private-value or a common-value
auction? Do you think the winning bidder usually makes a profit?



CHAPTER 1 8

TECHNOLOGY

In this chapter we begin our study of firm behavior. The first thing to do is
to examine the constraints on a firm’s behavior. When a firm makes choices
it faces many constraints. These constraints are imposed by its customers,
by its competitors, and by nature. In this chapter we’re going to consider
the latter source of constraints: nature. Nature imposes the constraint that
there are only certain feasible ways to produce outputs from inputs: there
are only certain kinds of technological choices that are possible. Here we
will study how economists describe these technological constraints.

If you understand consumer theory, production theory will be very easy
since the same tools are used. In fact, production theory is much simpler
than consumption theory because the output of a production process is
generally observable, whereas the “output” of consumption (utility) is not
directly observable.

18.1 Inputs and Outputs

Inputs to production are called factors of production. Factors of produc-
tion are often classified into broad categories such as land, labor, capital,
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and raw materials. It is pretty apparent what labor, land, and raw mate-
rials mean, but capital may be a new concept. Capital goods are those
inputs to production that are themselves produced goods. Basically capital
goods are machines of one sort or another: tractors, buildings, computers,
or whatever.

Sometimes capital is used to describe the money used to start up or
maintain a business. We will always use the term financial capital for
this concept and use the term capital goods, or physical capital, for
produced factors of production.

We will usually want to think of inputs and outputs as being measured
in flow units: a certain amount of labor per week and a certain number of
machine hours per week will produce a certain amount of output a week.

We won’t find it necessary to use the classifications given above very
often. Most of what we want to describe about technology can be done
without reference to the kind of inputs and outputs involved—just with
the amounts of inputs and outputs.

18.2 Describing Technological Constraints

Nature imposes technological constraints on firms: only certain combi-
nations of inputs are feasible ways to produce a given amount of output,
and the firm must limit itself to technologically feasible production plans.

The easiest way to describe feasible production plans is to list them.
That is, we can list all combinations of inputs and outputs that are tech-
nologically feasible. The set of all combinations of inputs and outputs that
comprise a technologically feasible way to produce is called a production
set.

Suppose, for example, that we have only one input, measured by x, and
one output, measured by y. Then a production set might have the shape
indicated in Figure 18.1. To say that some point (z,y) is in the production
set is just to say that it is technologically possible to produce y amount
of output if you have x amount of input. The production set shows the
possible technological choices facing a firm.

As long as the inputs to the firm are costly it makes sense to limit our-
selves to examining the mazimum possible output for a given level of input.
This is the boundary of the production set depicted in Figure 18.1. The
function describing the boundary of this set is known as the production
function. It measures the maximum possible output that you can get
from a given amount of input.

Of course, the concept of a production function applies equally well if
there are several inputs. If, for example, we consider the case of two inputs,
the production function f(x1,z2) would measure the maximum amount of
output y that we could get if we had x; units of factor 1 and x5 units of
factor 2.
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y = OUTPUT

y = f(x) = production function

Production set

x = INPUT

A production set. Here is a possible shape for a production
set.

In the two-input case there is a convenient way to depict production
relations known as the isoquant. An isoquant is the set of all possible
combinations of inputs 1 and 2 that are just sufficient to produce a given
amount of output.

Isoquants are similar to indifference curves. As we've seen earlier, an
indifference curve depicts the different consumption bundles that are just
sufficient to produce a certain level of utility. But there is one important
difference between indifference curves and isoquants. Isoquants are labeled
with the amount of output they can produce, not with a utility level. Thus
the labeling of isoquants is fixed by the technology and doesn’t have the
kind of arbitrary nature that the utility labeling has.

18.3 Examples of Technology

Since we already know a lot about indifference curves, it is easy to under-
stand how isoquants work. Let’s consider a few examples of technologies
and their isoquants.

Fixed Proportions

Suppose that we are producing holes and that the only way to get a hole is
to use one man and one shovel. Extra shovels aren’t worth anything, and
neither are extra men. Thus the total number of holes that you can produce
will be the minimum of the number of men and the number of shovels that
you have. We write the production function as f(z1,x2) = min{x,zs}.
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2

Isoquants

Q

Fixed proportions. Isoquants for the case of fixed propor-
tions.

The isoquants look like those depicted in Figure 18.2. Note that these
isoquants are just like the case of perfect complements in consumer theory.

Perfect Substitutes

Suppose now that we are producing homework and the inputs are red
pencils and blue pencils. The amount of homework produced depends only
on the total number of pencils, so we write the production function as
f(x1,22) = @1+ x2. The resulting isoquants are just like the case of perfect
substitutes in consumer theory, as depicted in Figure 18.3.

Cobb-Douglas

If the production function has the form f(xq,z2) = Ax¢a}, then we say
that it is a Cobb-Douglas production function. This is just like the
functional form for Cobb-Douglas preferences that we studied earlier. The
numerical magnitude of the utility function was not important, so we set
A =1 and usually set a + b = 1. But the magnitude of the production
function does matter so we have to allow these parameters to take arbitrary
values. The parameter A measures, roughly speaking, the scale of produc-
tion: how much output we would get if we used one unit of each input.
The parameters a and b measure how the amount of output responds to

Figure
18.2
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Isoquants

X]

Perfect substitutes. Isoquants for the case of perfect substi-
tutes.

changes in the inputs. We’ll examine their impact in more detail later on.
In some of the examples, we will choose to set A = 1 in order to simplify
the calculations.

The Cobb-Douglas isoquants have the same nice, well-behaved shape
that the Cobb-Douglas indifference curves have; as in the case of utility
functions, the Cobb-Douglas production function is about the simplest ex-
ample of well-behaved isoquants.

18.4 Properties of Technology

As in the case of consumers, it is common to assume certain properties
about technology. First we will generally assume that technologies are
monotonic: if you increase the amount of at least one of the inputs, it
should be possible to produce at least as much output as you were pro-
ducing originally. This is sometimes referred to as the property of free
disposal: if the firm can costlessly dispose of any inputs, having extra
inputs around can’t hurt it.

Second, we will often assume that the technology is convex. This means
that if you have two ways to produce y units of output, (z1, z2) and (z1, 22),
then their weighted average will produce at least y units of output.

One argument for convex technologies goes as follows. Suppose that you
have a way to produce 1 unit of output using a; units of factor 1 and as
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units of factor 2 and that you have another way to produce 1 unit of output
using by units of factor 1 and by units of factor 2. We call these two ways
to produce output production techniques.

Furthermore, let us suppose that you are free to scale the output up by
arbitrary amounts so that (100a1,100az) and (10001, 100b2) will produce
100 units of output. But now note that if you have 25a; + 75b; units of
factor 1 and 25a9 + 75be units of factor 2 you can still produce 100 units
of output: just produce 25 units of the output using the “a” technique and
75 units of the output using the “b” technique.

This is depicted in Figure 18.4. By choosing the level at which you
operate each of the two activities, you can produce a given amount of output
in a variety of different ways. In particular, every input combination along
the line connecting (100a;, 100az) and (1000, 100b2) will be a feasible way
to produce 100 units of output.

X2
1002y F————
i (25a; + 75by, 25a, + 75b,)
|
|
|
|
|
|
|
100b, F————— e Isoquant
| |
| |
| |
| |
1 1
100a, 100b, X
Convexity. If you can operate production activities indepen- Figure
dently, then weighted averages of production plans will also be 18.4

feasible. Thus the isoquants will have a convex shape.

In this kind of technology, where you can scale the production process up
and down easily and where separate production processes don’t interfere
with each other, convexity is a very natural assumption.
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18.5 The Marginal Product

Suppose that we are operating at some point, (z1, z2), and that we consider
using a little bit more of factor 1 while keeping factor 2 fixed at the level
9. How much more output will we get per additional unit of factor 17 We
have to look at the change in output per unit change of factor 1:

Ay f(ry+ Awzy,x0) — f(21, 22)

Al‘l Aml
We call this the marginal product of factor 1. The marginal product
of factor 2 is defined in a similar way, and we denote them by M Py (x1,x2)
and M Py (1, z2), respectively.

Sometimes we will be a bit sloppy about the concept of marginal product
and describe it as the extra output we get from having “one” more unit of
factor 1. As long as “one” is small relative to the total amount of factor 1
that we are using, this will be satisfactory. But we should remember that
a marginal product is a rate: the extra amount of output per unit of extra
input.

The concept of marginal product is just like the concept of marginal
utility that we described in our discussion of consumer theory, except for
the ordinal nature of utility. Here, we are discussing physical output: the
marginal product of a factor is a specific number, which can, in principle,
be observed.

18.6 The Technical Rate of Substitution

Suppose that we are operating at some point (z1, z2) and that we consider
giving up a little bit of factor 1 and using just enough more of factor 2 to
produce the same amount of output y. How much extra of factor 2, Axs,
do we need if we are going to give up a little bit of factor 1, Azy? This
is just the slope of the isoquant; we refer to it as the technical rate of
substitution (TRS), and denote it by TRS(z1, x2).

The technical rate of substitution measures the tradeoff between two
inputs in production. It measures the rate at which the firm will have to
substitute one input for another in order to keep output constant.

To derive a formula for the TRS, we can use the same idea that we used
to determine the slope of the indifference curve. Consider a change in our
use of factors 1 and 2 that keeps output fixed. Then we have

Ay = MPy(x1,29)Axy + M Py(x1, 22)Azy =0,
which we can solve to get
TRS(:Ch 1‘2) _ A{EQ __ MPl(.CCl, 1‘2) '
ALL‘l MPQ(I‘l,.’EQ)

Note the similarity with the definition of the marginal rate of substitution.
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18.7 Diminishing Marginal Product

Suppose that we have certain amounts of factors 1 and 2 and we consider
adding more of factor 1 while holding factor 2 fixed at a given level. What
might happen to the marginal product of factor 17

As long as we have a monotonic technology, we know that the total
output will go up as we increase the amount of factor 1. But it is natural
to expect that it will go up at a decreasing rate. Let’s consider a specific
example, the case of farming.

One man on one acre of land might produce 100 bushels of corn. If we
add another man and keep the same amount of land, we might get 200
bushels of corn, so in this case the marginal product of an extra worker
is 100. Now keep adding workers to this acre of land. Each worker may
produce more output, but eventually the extra amount of corn produced
by an extra worker will be less than 100 bushels. After 4 or 5 people are
added the additional output per worker will drop to 90, 80, 70 ... or even
fewer bushels of corn. If we get hundreds of workers crowded together on
this one acre of land, an extra worker may even cause output to go down!
As in the making of broth, extra cooks can make things worse.

Thus we would typically expect that the marginal product of a factor
will diminish as we get more and more of that factor. This is called the
law of diminishing marginal product. It isn’t really a “law”; it’s just
a common feature of most kinds of production processes.

It is important to emphasize that the law of diminishing marginal prod-
uct applies only when all other inputs are being held fixed. In the farming
example, we considered changing only the labor input, holding the land
and raw materials fixed.

18.8 Diminishing Technical Rate of Substitution

Another closely related assumption about technology is that of diminish-
ing technical rate of substitution. This says that as we increase the
amount of factor 1, and adjust factor 2 so as to stay on the same isoquant,
the technical rate of substitution declines. Roughly speaking, the assump-
tion of diminishing TRS means that the slope of an isoquant must decrease
in absolute value as we move along the isoquant in the direction of increas-
ing x1, and it must increase as we move in the direction of increasing xs.
This means that the isoquants will have the same sort of convex shape that
well-behaved indifference curves have.

The assumptions of a diminishing technical rate of substitution and di-
minishing marginal product are closely related but are not exactly the
same. Diminishing marginal product is an assumption about how the mar-
ginal product changes as we increase the amount of one factor, holding the
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other factor fized. Diminishing TRS is about how the ratio of the marginal
products—the slope of the isoquant—changes as we increase the amount
of one factor and reduce the amount of the other factor so as to stay on the
same isoquant.

18.9 The Long Run and the Short Run

Let us return now to the original idea of a technology as being just a list
of the feasible production plans. We may want to distinguish between the
production plans that are immediately feasible and those that are eventually
feasible.

In the short run, there will be some factors of production that are fixed
at predetermined levels. Our farmer described above might only consider
production plans that involve a fixed amount of land, if that is all he has
access to. It may be true that if he had more land, he could produce more
corn, but in the short run he is stuck with the amount of land that he has.

On the other hand, in the long run the farmer is free to purchase more
land, or to sell some of the land he now owns. He can adjust the level of
the land input so as to maximize his profits.

The economist’s distinction between the long run and the short run is
this: in the short run there is at least one factor of production that is fixed:
a fixed amount of land, a fixed plant size, a fixed number of machines, or
whatever. In the long run, all the factors of production can be varied.

There is no specific time interval implied here. What is the long run and
what is the short run depends on what kinds of choices we are examining.
In the short run at least some factors are fixed at given levels, but in the
long run the amount used of these factors can be changed.

Let’s suppose that factor 2, say, is fixed at To in the short run. Then the
relevant production function for the short run is f(z1,Z2). We can plot the
functional relation between output and x; in a diagram like Figure 18.5.

Note that we have drawn the short-run production function as getting
flatter and flatter as the amount of factor 1 increases. This is just the law
of diminishing marginal product in action again. Of course, it can easily
happen that there is an initial region of increasing marginal returns where
the marginal product of factor 1 increases as we add more of it. In the case
of the farmer adding labor, it might be that the first few workers added
increase output more and more because they would be able to divide up
jobs efficiently, and so on. But given the fixed amount of land, eventually
the marginal product of labor will decline.

18.10 Returns to Scale

Now let’s consider a different kind of experiment. Instead of increasing the
amount of one input while holding the other input fixed, let’s increase the
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Production function. This is a possible shape for a short-run
production function.

amount of all inputs to the production function. In other words, let’s scale
the amount of all inputs up by some constant factor: for example, use twice
as much of both factor 1 and factor 2.

If we use twice as much of each input, how much output will we get?
The most likely outcome is that we will get twice as much output. This is
called the case of constant returns to scale. In terms of the production
function, this means that two times as much of each input gives two times as
much output. In the case of two inputs we can express this mathematically
by

2f(x1, 1‘2) = f(2x1, 2172)

In general, if we scale all of the inputs up by some amount ¢, constant
returns to scale implies that we should get ¢ times as much output:

tf(.]?l, 1‘2) = f(txl, tﬂ?g).

We say that this is the likely outcome for the following reason: it should
typically be possible for the firm to replicate what it was doing before. If
the firm has twice as much of each input, it can just set up two plants side
by side and thereby get twice as much output. With three times as much
of each input, it can set up three plants, and so on.

Note that it is perfectly possible for a technology to exhibit constant re-
turns to scale and diminishing marginal product to each factor. Returns
to scale describes what happens when you increase all inputs, while di-
minishing marginal product describes what happens when you increase one
of the inputs and hold the others fixed.

Figure
18.5
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Constant returns to scale is the most “natural” case because of the repli-
cation argument, but that isn’t to say that other things might not happen.
For example, it could happen that if we scale up both inputs by some fac-
tor ¢, we get more than ¢ times as much output. This is called the case of
increasing returns to scale. Mathematically, increasing returns to scale
means that

ftay, tag) > tf (21, 22).

for all ¢t > 1.

What would be an example of a technology that had increasing returns
to scale? One nice example is that of an oil pipeline. If we double the
diameter of a pipe, we use twice as much materials, but the cross section
of the pipe goes up by a factor of 4. Thus we will likely be able to pump
more than twice as much oil through it.

(Of course, we can’t push this example too far. If we keep doubling the
diameter of the pipe, it will eventually collapse of its own weight. Increasing
returns to scale usually just applies over some range of output.)

The other case to consider is that of decreasing returns to scale,
where

f(t!L‘l, tl‘g) < tf(l‘h 33‘2)

for all ¢t > 1.

This case is somewhat peculiar. If we get less than twice as much output
from having twice as much of each input, we must be doing something
wrong. After all, we could just replicate what we were doing before!

The usual way in which diminishing returns to scale arises is because we
forgot to account for some input. If we have twice as much of every input
but one, we won’t be able to exactly replicate what we were doing before, so
there is no reason that we have to get twice as much output. Diminishing
returns to scale is really a short-run phenomenon, with something being
held fixed.

Of course, a technology can exhibit different kinds of returns to scale
at different levels of production. It may well happen that for low levels
of production, the technology exhibits increasing returns to scale—as you
scale all the inputs by some small amount ¢, the output increases by more
than t. Later on, for larger levels of output, increasing scale by ¢ may just
increase output by the same factor t.

EXAMPLE: Datacenters

Datacenters are large buildings that house thousands of computers used
to perform tasks such as serving web pages. Internet companies such as
Google, Yahoo, Microsoft, Amazon, and many others have built thousands
of datacenters around the world.
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A typical datacenter consists of hundreds of racks which hold computer
motherboards that are similar to the motherboard in your desktop com-
puter. Generally these systems are designed to be easily scalable so that
the computational power of the data center can scale up or down just by
adding or removing racks of computers.

The replication argument implies that the production function for com-
puting services is effectively constant returns to scale: to double output,
you simply double all inputs.

EXAMPLE: Copy Exactly!

Intel operates dozens of “fab plants” that fabricate, assemble, sort, and test
advanced computer chips. Chip fabrication is such a delicate process that
Intel found it difficult to manage quality in a heterogeneous environment.
Even minor variations in plant design, such as cleaning procedures or the
length of cooling hoses, could have a large impact on the yield of the fab
process.

In order to manage these very subtle effects, Intel moved to its Copy Ex-
actly! process. According to Intel, the Copy Exactly directive is: “...everything
which might affect the process, or how it is run, is to be copied down to
the finest detail, unless it is either physically impossible to do so, or there
is an overwhelming competitive benefit to introducing a change.”

This means that one Intel plant is very much like another, and deliber-
ately so. As the replication argument suggests, the easiest way to scale up
production at Intel is to replicate current operating procedures as closely
as possible.

Summary

1. The technological constraints of the firm are described by the production
set, which depicts all the technologically feasible combinations of inputs
and outputs, and by the production function, which gives the maximum
amount of output associated with a given amount of the inputs.

2. Another way to describe the technological constraints facing a firm is
through the use of isoquants—curves that indicate all the combinations of
inputs capable of producing a given level of output.

3. We generally assume that isoquants are convex and monotonic, just like
well-behaved preferences.

4. The marginal product measures the extra output per extra unit of an
input, holding all other inputs fixed. We typically assume that the marginal
product of an input diminishes as we use more and more of that input.
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5. The technical rate of substitution (TRS) measures the slope of an iso-
quant. We generally assume that the TRS diminishes as we move out along
an isoquant—which is another way of saying that the isoquant has a convex
shape.

6. In the short run some inputs are fixed, while in the long run all inputs
are variable.

7. Returns to scale refers to the way that output changes as we change
the scale of production. If we scale all inputs up by some amount ¢ and
output goes up by the same factor, then we have constant returns to scale.
If output scales up by more that ¢, we have increasing returns to scale; and
if it scales up by less than ¢, we have decreasing returns to scale.

REVIEW QUESTIONS

1. Consider the production function f(z1,z2) = z322. Does this exhibit
constant, increasing, or decreasing returns to scale?

11
2. Consider the production function f(x1,x2) = 4z x5 . Does this exhibit
constant, increasing, or decreasing returns to scale?

3. The Cobb-Douglas production function is given by f(z1,xs) = Az{z}.
It turns out that the type of returns to scale of this function will depend
on the magnitude of a + b. Which values of a + b will be associated with
the different kinds of returns to scale?

4. The technical rate of substitution between factors x» and x; is —4. If
you desire to produce the same amount of output but cut your use of z;
by 3 units, how many more units of x5 will you need?

5. True or false? If the law of diminishing marginal product did not hold,
the world’s food supply could be grown in a flowerpot.

6. In a production process is it possible to have decreasing marginal product
in an input and yet increasing returns to scale?



CHAPTER 1 9

PROFIT
MAXIMIZATION

In the last chapter we discussed ways to describe the technological choices
facing the firm. In this chapter we describe a model of how the firm chooses
the amount to produce and the method of production to employ. The
model we will use is the model of profit maximization: the firm chooses a
production plan so as to maximize its profits.

In this chapter we will assume that the firm faces fixed prices for its in-
puts and outputs. We said earlier that economists call a market where the
individual producers take the prices as outside their control a competitive
market. So in this chapter we want to study the profit-maximization prob-
lem of a firm that faces competitive markets for the factors of production
it uses and the output goods it produces.

19.1 Profits

Profits are defined as revenues minus cost. Suppose that the firm produces
n outputs (y1, ..., y,) and uses m inputs (z1,...,2,,). Let the prices of the
output goods be (p1,...,p,) and the prices of the inputs be (w1, ..., wy).
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The profits the firm receives, 7, can be expressed as

n m
™= E PiYi — g W;iZ;.
i=1 i=1

The first term is revenue, and the second term is cost.

In the expression for cost we should be sure to include all of the factors
of production used by the firm, valued at their market price. Usually this
is pretty obvious, but in cases where the firm is owned and operated by the
same individual, it is possible to forget about some of the factors.

For example, if an individual works in his own firm, then his labor is an
input and it should be counted as part of the costs. His wage rate is simply
the market price of his labor—what he would be getting if he sold his labor
on the open market. Similarly, if a farmer owns some land and uses it in
his production, that land should be valued at its market value for purposes
of computing the economic costs.

We have seen that economic costs like these are often referred to as op-
portunity costs. The name comes from the idea that if you are using
your labor, for example, in one application, you forgo the opportunity of
employing it elsewhere. Therefore those lost wages are part of the cost of
production. Similarly with the land example: the farmer has the oppor-
tunity of renting his land to someone else, but he chooses to forgo that
rental income in favor of renting it to himself. The lost rents are part of
the opportunity cost of his production.

The economic definition of profit requires that we value all inputs and
outputs at their opportunity cost. Profits as determined by accountants do
not necessarily accurately measure economic profits, as they typically use
historical costs—what a factor was purchased for originally—rather than
economic costs—what a factor would cost if purchased now. There are
many variations on the use of the term “profit,” but we will always stick
to the economic definition.

Another confusion that sometimes arises is due to getting time scales
mixed up. We usually think of the factor inputs as being measured in
terms of flows. So many labor hours per week and so many machine hours
per week will produce so much output per week. Then the factor prices will
be measured in units appropriate for the purchase of such flows. Wages are
naturally expressed in terms of dollars per hour. The analog for machines
would be the rental rate—the rate at which you can rent a machine for
the given time period.

In many cases there isn’t a very well-developed market for the rental of
machines, since firms will typically buy their capital equipment. In this
case, we have to compute the implicit rental rate by seeing how much it
would cost to buy a machine at the beginning of the period and sell it at
the end of the period.
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19.2 The Organization of Firms

In a capitalist economy, firms are owned by individuals. Firms are only
legal entities; ultimately it is the owners of firms who are responsible for
the behavior of the firm, and it is the owners who reap the rewards or pay
the costs of that behavior.

Generally speaking, firms can be organized as proprietorships, partner-
ships, or corporations. A proprietorship is a firm that is owned by a
single individual. A partnership is owned by two or more individuals. A
corporation is usually owned by several individuals as well, but under the
law has an existence separate from that of its owners. Thus a partnership
will last only as long as both partners are alive and agree to maintain its
existence. A corporation can last longer than the lifetimes of any of its
owners. For this reason, most large firms are organized as corporations.

The owners of each of these different types of firms may have different
goals with respect to managing the operation of the firm. In a proprietor-
ship or a partnership the owners of the firm usually take a direct role in
actually managing the day-to-day operations of the firm, so they are in a
position to carry out whatever objectives they have in operating the firm.
Typically, the owners would be interested in maximizing the profits of their
firm, but, if they have nonprofit goals, they can certainly indulge in these
goals instead.

In a corporation, the owners of the corporation are often distinct from
the managers of the corporation. Thus there is a separation of ownership
and control. The owners of the corporation must define an objective for
the managers to follow in their running of the firm, and then do their
best to see that they actually pursue the goals the owners have in mind.
Again, profit maximization is a common goal. As we’ll see below, this goal,
properly interpreted, is likely to lead the managers of the firm to choose
actions that are in the interests of the owners of the firm.

19.3 Profits and Stock Market Value

Often the production process that a firm uses goes on for many periods.
Inputs put in place at time ¢ pay off with a whole flow of services at later
times. For example, a factory building erected by a firm could last for 50
or 100 years. In this case an input at one point in time helps to produce
output at other times in the future.

In this case we have to value a flow of costs and a flow of revenues over
time. As we’ve seen in Chapter 10, the appropriate way to do this is to
use the concept of present value. When people can borrow and lend in
financial markets, the interest rate can be used to define a natural price
of consumption at different times. Firms have access to the same sorts of
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financial markets, and the interest rate can be used to value investment
decisions in exactly the same way.

Consider a world of perfect certainty where a firm’s flow of future profits
is publicly known. Then the present value of those profits would be the
present value of the firm. It would be how much someone would be
willing to pay to purchase the firm.

As we indicated above, most large firms are organized as corporations,
which means that they are jointly owned by a number of individuals. The
corporation issues stock certificates to represent ownership of shares in the
corporation. At certain times the corporation issues dividends on these
shares, which represent a share of the profits of the firm. The shares of
ownership in the corporation are bought and sold in the stock market.
The price of a share represents the present value of the stream of dividends
that people expect to receive from the corporation. The total stock market
value of a firm represents the present value of the stream of profits that the
firm is expected to generate. Thus the objective of the firm—maximizing
the present value of the stream of profits the firm generates—could also
be described as the goal of maximizing stock market value. In a world of
certainty, these two goals are the same thing.

The owners of the firm will generally want the firm to choose production
plans that maximize the stock market value of the firm, since that will make
the value of the shares they hold as large as possible. We saw in Chapter
10 that whatever an individual’s tastes for consumption at different times,
he or she will always prefer an endowment with a higher present value to
one with a lower present value. By maximizing stock market value, a firm
makes its shareholders’ budget sets as large as possible, and thereby acts
in the best interests of all of its shareholders.

If there is uncertainty about a firm’s stream of profits, then instructing
managers to maximize profits has no meaning. Should they maximize ex-
pected profits? Should they maximize the expected utility of profits? What
attitude toward risky investments should the managers have? It is diffi-
cult to assign a meaning to profit maximization when there is uncertainty
present. However, in a world of uncertainty, maximizing stock market value
still has meaning. If the managers of a firm attempt to make the value of
the firm’s shares as large as possible then they make the firm’s owners—the
shareholders—as well-off as possible. Thus maximizing stock market value
gives a well-defined objective function to the firm in nearly all economic
environments.

Despite these remarks about time and uncertainty, we will generally limit
ourselves to the examination of much simpler profit-maximization prob-
lems, namely, those in which there is a single, certain output and a single
period of time. This simple story still generates significant insights and
builds the proper intuition to study more general models of firm behavior.
Most of the ideas that we will examine carry over in a natural way to these
more general models.
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19.4 The Boundaries of the Firm

One question that constantly confronts managers of firms is whether to
“make or buy.” That is, should a firm make something internally or buy it
from an external supplier? The question is broader than it sounds, as it can
refer not only to physical goods, but also services of one sort or another.
Indeed, in the broadest interpretation, “make or buy” applies to almost
every decision a firm makes.

Should a company provide its own cafeteria? Janitorial services? Pho-
tocopying services? Travel assistance? Obviously, many factors enter into
such decisions. One important consideration is size. A small mom-and-pop
video store with 12 employees is probably not going to provide a cafeteria.
But it might outsource janitorial services, depending on cost, capabilities,
and staffing.

Even a large organization, which could easily afford to operate food ser-
vices, may or may not choose to do so, depending on availability of alter-
natives. Employees of an organization located in a big city have access to
many places to eat; if the organization is located in a remote area, choices
may be fewer.

One critical issue is whether the goods or services in question are exter-
nally provided by a monopoly or by a competitive market. By and large,
managers prefer to buy goods and services on a competitive market, if they
are available. The second-best choice is dealing with an internal monop-
olist. The worse choice of all, in terms of price and quality of service, is
dealing with an external monopolist.

Think about photocopying services. The ideal situation is to have dozens
of competitive providers vying for your business; that way you will get
cheap prices and high-quality service. If your school is large, or in an urban
area, there may be many photocopying services vying for your business. On
the other hand, small rural schools may have less choice and often higher
prices.

The same is true of businesses. A highly competitive environment gives
lots of choices to users. By comparison, an internal photocopying division
may be less attractive. Even if prices are low, the service could be sluggish.
But the least attractive option is surely to have to submit to a single
external provider. An internal monopoly provider may have bad service,
but at least the money stays inside the firm.

As technology changes, what is typically inside the firm changes. Forty
years ago, firms managed many services themselves. Now they tend to
outsource as much as possible. Food service, photocopying service, and
janitorial services are often provided by external organizations that spe-
cialize in such activities. Such specialization often allows these companies
to provide higher quality and less expensive services to the organizations
that use their services.
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19.5 Fixed and Variable Factors

In a given time period, it may be very difficult to adjust some of the inputs.
Typically a firm may have contractual obligations to employ certain inputs
at certain levels. An example of this would be a lease on a building, where
the firm is legally obligated to purchase a certain amount of space over the
period under examination. We refer to a factor of production that is in
a fixed amount for the firm as a fixed factor. If a factor can be used in
different amounts, we refer to it as a variable factor.

As we saw in Chapter 18, the short run is defined as that period of time
in which there are some fixed factors—factors that can only be used in
fixed amounts. In the long run, on the other hand, the firm is free to vary
all of the factors of production: all factors are variable factors.

There is no rigid boundary between the short run and the long run. The
exact time period involved depends on the problem under examination.
The important thing is that some of the factors of production are fixed in
the short run and variable in the long run. Since all factors are variable in
the long run, a firm is always free to decide to use zero inputs and produce
zero output—that is, to go out of business. Thus the least profits a firm
can make in the long run are zero profits.

In the short run, the firm is obligated to employ some factors, even if it
decides to produce zero output. Therefore it is perfectly possible that the
firm could make negative profits in the short run.

By definition, fixed factors are factors of production that must be paid
for even if the firm decides to produce zero output: if a firm has a long-
term lease on a building, it must make its lease payments each period
whether or not it decides to produce anything that period. But there is
another category of factors that only need to be paid for if the firm decides
to produce a positive amount of output. One example is electricity used
for lighting. If the firm produces zero output, it doesn’t have to provide
any lighting; but if it produces any positive amount of output, it has to
purchase a fixed amount of electricity to use for lighting.

Factors such as these are called quasi-fixed factors. They are factors of
production that must be used in a fixed amount, independent of the output
of the firm, as long as the output is positive. The distinction between
fixed factors and quasi-fixed factors is sometimes useful in analyzing the
economic behavior of the firm.

19.6 Short-Run Profit Maximization

Let’s consider the short-run profit-maximization problem when input 2 is
fixed at some level Ty. Let f(x1,z2) be the production function for the
firm, let p be the price of output, and let w; and wy be the prices of the
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two inputs. Then the profit-maximization problem facing the firm can be
written as
max pf(21,%2) — w11 — wola.
T

The condition for the optimal choice of factor 1 is not difficult to determine.
If 27 is the profit-maximizing choice of factor 1, then the output price
times the marginal product of factor 1 should equal the price of factor 1.
In symbols,
pMPl(xik,EQ) = Wq.

In other words, the value of the marginal product of a factor should equal
its price.

In order to understand this rule, think about the decision to employ a
little more of factor 1. As you add a little more of it, Az, you produce
Ay = M Py Az, more output that is worth pM P;Ax;. But this marginal
output costs wy; Az to produce. If the value of marginal product exceeds
its cost, then profits can be increased by increasing input 1. If the value
of marginal product is less than its cost, then profits can be increased by
decreasing the level of input 1.

If the profits of the firm are as large as possible, then profits should
not increase when we increase or decrease input 1. This means that at a
profit-maximizing choice of inputs and outputs, the value of the marginal
product, pM Py (x7,Z2), should equal the factor price, wy.

We can derive the same condition graphically. Consider Figure 19.1. The
curved line represents the production function holding factor 2 fixed at Ts.
Using y to denote the output of the firm, profits are given by

T =Py — wW1T1 — WaT3.
This expression can be solved for y to express output as a function of x:

7r w
y=—+ —Ty+—u1. (19.1)
p p

This equation describes isoprofit lines. These are just all combinations
of the input goods and the output good that give a constant level of profit,
w. As 7 varies we get a family of parallel straight lines each with a slope of
w1 /p and each having a vertical intercept of 7/p+ w2T2/p, which measures
the profits plus the fixed costs of the firm.

The fixed costs are fixed, so the only thing that really varies as we move
from one isoprofit line to another is the level of profits. Thus higher levels of
profit will be associated with isoprofit lines with higher vertical intercepts.

The profit-maximization problem is then to find the point on the produc-
tion function that has the highest associated isoprofit line. Such a point
is illustrated in Figure 19.1. As usual it is characterized by a tangency
condition: the slope of the production function should equal the slope of
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Profit maximization. The firm chooses the input and output
combination that lies on the highest isoprofit line. In this case
the profit-maximizing point is (z7, y*).

the isoprofit line. Since the slope of the production function is the marginal
product, and the slope of the isoprofit line is w; /p, this condition can also
be written as w
MP = —,
p

which is equivalent to the condition we derived above.

19.7 Comparative Statics

We can use the geometry depicted in Figure 19.1 to analyze how a firm’s
choice of inputs and outputs varies as the prices of inputs and outputs
vary. This gives us one way to analyze the comparative statics of firm
behavior.

For example: how does the optimal choice of factor 1 vary as we vary its
factor price wi? Referring to equation (19.1), which defines the isoprofit
line, we see that increasing w; will make the isoprofit line steeper, as shown
in Figure 19.2A. When the isoprofit line is steeper, the tangency must occur
further to the left. Thus the optimal level of factor 1 must decrease. This
simply means that as the price of factor 1 increases, the demand for factor 1
must decrease: factor demand curves must slope downward.

Similarly, if the output price decreases the isoprofit line must become
steeper, as shown in Figure 19.2B. By the same argument as given in the
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Comparative statics. Panel A shows that increasing w; will
reduce the demand for factor 1. Panel B shows that increasing
the price of output will increase the demand for factor 1 and
therefore increase the supply of output.

last paragraph the profit-maximizing choice of factor 1 will decrease. If the
amount of factor 1 decreases and the level of factor 2 is fixed in the short
run by assumption, then the supply of output must decrease. This gives us
another comparative statics result: a reduction in the output price must
decrease the supply of output. In other words, the supply function must
slope upwards.

Finally, we can ask what will happen if the price of factor 2 changes?
Because this is a short-run analysis, changing the price of factor 2 will not
change the firm’s choice of factor 2—in the short run, the level of factor 2
is fixed at Tp. Changing the price of factor 2 has no effect on the slope of
the isoprofit line. Thus the optimal choice of factor 1 will not change, nor
will the supply of output. All that changes are the profits that the firm
makes.

19.8 Profit Maximization in the Long Run

In the long run the firm is free to choose the level of all inputs. Thus the
long-run profit-maximization problem can be posed as

max pf(xy, ) — wixr; — Waks.
T1,T2

This is basically the same as the short-run problem described above, but
now both factors are free to vary.

Figure
19.2
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The condition describing the optimal choices is essentially the same as
before, but now we have to apply it to each factor. Before we saw that
the value of the marginal product of factor 1 must be equal to its price,
whatever the level of factor 2. The same sort of condition must now hold
for each factor choice:

pM Py (27, x5) = wy

pM Py (7, x5) = wa.

If the firm has made the optimal choices of factors 1 and 2, the value of
the marginal product of each factor should equal its price. At the optimal
choice, the firm’s profits cannot increase by changing the level of either
input.

The argument is the same as used for the short-run profit-maximizing
decisions. If the value of the marginal product of factor 1, for example,
exceeded the price of factor 1, then using a little more of factor 1 would
produce M P; more output, which would sell for pM P; dollars. If the value
of this output exceeds the cost of the factor used to produce it, it clearly
pays to expand the use of this factor.

These two conditions give us two equations in two unknowns, x7 and x3.
If we know how the marginal products behave as a function of z; and xo,
we will be able to solve for the optimal choice of each factor as a function
of the prices. The resulting equations are known as the factor demand
curves.

19.9 Inverse Factor Demand Curves

The factor demand curves of a firm measure the relationship between
the price of a factor and the profit-maximizing choice of that factor. We saw
above how to find the profit-maximizing choices: for any prices, (p, w1, w2),
we just find those factor demands, (z7,x3), such that the value of the
marginal product of each factor equals its price.

The inverse factor demand curve measures the same relationship,
but from a different point of view. It measures what the factor prices must
be for some given quantity of inputs to be demanded. Given the optimal
choice of factor 2, we can draw the relationship between the optimal choice
of factor 1 and its price in a diagram like that depicted in Figure 19.3. This
is simply a graph of the equation

pMPy(x1,x5) = w;.

This curve will be downward sloping by the assumption of diminishing
marginal product. For any level of x, this curve depicts what the factor
price must be in order to induce the firm to demand that level of 21, holding
factor 2 fixed at x3.
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W

PMP,(x,, x5) = price x marginal
product of good 1

X1

The inverse factor demand curve. This measures what the
price of factor 1 must be to get x; units demanded if the level
of the other factor is held fixed at x3.

19.10 Profit Maximization and Returns to Scale

There is an important relationship between competitive profit maximiza-
tion and returns to scale. Suppose that a firm has chosen a long-run profit-
maximizing output y* = f(z7,x3), which it is producing using input levels
(21, 73).

Then its profits are given by

* * * *
T =py’t —wix] — Waks.

Suppose that this firm’s production function exhibits constant returns to
scale and that it is making positive profits in equilibrium. Then consider
what would happen if it doubled the level of its input usage. According to
the constant returns to scale hypothesis, it would double its output level.
What would happen to profits?

It is not hard to see that its profits would also double. But this con-
tradicts the assumption that its original choice was profit maximizing! We
derived this contradiction by assuming that the original profit level was
positive; if the original level of profits were zero there would be no prob-
lem: two times zero is still zero.

This argument shows that the only reasonable long-run level of profits
for a competitive firm that has constant returns to scale at all levels of
output is a zero level of profits. (Of course if a firm has negative profits in
the long run, it should go out of business.)

Figure
19.3
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Most people find this to be a surprising statement. Firms are out to
maximize profits aren’t they? How can it be that they can only get zero
profits in the long run?

Think about what would happen to a firm that did try to expand indef-
initely. Three things might occur. First, the firm could get so large that it
could not really operate effectively. This is just saying that the firm really
doesn’t have constant returns to scale at all levels of output. Eventually,
due to coordination problems, it might enter a region of decreasing returns
to scale.

Second, the firm might get so large that it would totally dominate the
market for its product. In this case there is no reason for it to behave
competitively—to take the price of output as given. Instead, it would
make sense for such a firm to try to use its size to influence the market
price. The model of competitive profit maximization would no longer be
a sensible way for the firm to behave, since it would effectively have no
competitors. We’ll investigate more appropriate models of firm behavior
in this situation when we discuss monopoly.

Third, if one firm can make positive profits with a constant returns to
scale technology, so can any other firm with access to the same technology.
If one firm wants to expand its output, so would other firms. But if all firms
expand their outputs, this will certainly push down the price of output and
lower the profits of all the firms in the industry.

19.11 Revealed Profitability

When a profit-maximizing firm makes its choice of inputs and outputs
it reveals two things: first, that the inputs and outputs used represent a
feasible production plan, and second, that these choices are more profitable
than other feasible choices that the firm could have made. Let us examine
these points in more detail.

Suppose that we observe two choices that the firm makes at two dif-
ferent sets of prices. At time ¢, it faces prices (p',w!,wh) and makes
choices (yt, 4, 2t). At time s, it faces prices (p®, w$, w3) and makes choices
(y®, 23, 25). If the production function of the firm hasn’t changed between
times s and ¢ and if the firm is a profit maximizer, then we must have

Pyt — wiz] —whah > ply® — wiz] — whas (19.2)
and
p°y° —wizi —wizy > pyt —wizl — wizh. (19.3)

That is, the profits that the firm achieved facing the ¢ period prices must be
larger than if they used the s period plan and vice versa. If either of these
inequalities were violated, the firm could not have been a profit-maximizing
firm (with an unchanging technology).
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Thus if we ever observe two time periods where these inequalities are
violated we would know that the firm was not maximizing profits in at least
one of the two periods. The satisfaction of these inequalities is virtually
an axiom of profit-maximizing behavior, so it might be referred to as the
Weak Axiom of Profit Maximization (WAPM).

If the firm’s choices satisfy WAPM, we can derive a useful comparative
statics statement about the behavior of factor demands and output supplies
when prices change. Transpose the two sides of equation (19.3) to get

—p*y" +wizh +wizy > —p'y* +wiz] + wiw (19.4)
and add equation (19.4) to equation (19.2) to get

(" =)y’ — (wi —wi)at — (wh — wi)ay
> (0" =)y — (wi —wi)a] — (wh — w3)z3. (19.5)

Now rearrange this equation to yield
(P =)y =) = (wi —wi)(@] — 27) — (wy — w3)(wy — 23) > 0. (19.6)

Finally define the change in prices, Ap = (p' —p*), the change in output,
Ay = (y* — y*), and so on to find

ApAy — Awi Az — Awa Az > 0. (19.7)

This equation is our final result. It says that the change in the price of
output times the change in output minus the change in each factor price
times the change in that factor must be nonnegative. This equation comes
solely from the definition of profit maximization. Yet it contains all of the
comparative statics results about profit-maximizing choices!

For example, suppose that we consider a situation where the price of
output changes, but the price of each factor stays constant. If Aw; =
Awsy = 0, then equation (19.7) reduces to

ApAy > 0.

Thus if the price of output goes up, so that Ap > 0, then the change in
output must be nonnegative as well, Ay > 0. This says that the profit-
maximizing supply curve of a competitive firm must have a positive (or at
least a zero) slope.
Similarly, if the price of output and of factor 2 remain constant, equation
(19.7) becomes
—AwlAl’l Z 0,

which is to say
AwlAacl S 0.
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Thus if the price of factor 1 goes up, so that Aw; > 0, then equation
(19.7) implies that the demand for factor 1 will go down (or at worst stay
the same), so that Az; < 0. This means that the factor demand curve
must be a decreasing function of the factor price: factor demand curves
have a negative slope.

The simple inequality in WAPM, and its implication in equation (19.7),
give us strong observable restrictions about how a firm will behave. It
is natural to ask whether these are all of the restrictions that the model
of profit maximization imposes on firm behavior. Said another way, if we
observe a firm’s choices, and these choices satisfy WAPM, can we construct
an estimate of the technology for which the observed choices are profit-
maximizing choices? It turns out that the answer is yes. Figure 19.4 shows
how to construct such a technology.

Isoprofit line
for period s

Isoprofit line
for period t

/Py

T/ Ps

X

Construction of a possible technology. If the observed
choices are maximal profit choices at each set of prices, then we
can estimate the shape of the technology that generated those
choices by using the isoprofit lines.

In order to illustrate the argument graphically, we suppose that there
is one input and one output. Suppose that we are given an observed
choice in period ¢ and in period s, which we indicate by (p',w!,y’, z})
and (p®,w$,y®, z3). In each period we can calculate the profits 75 and 7,
and plot all the combinations of y and x; that yield these profits.

That is, we plot the two isoprofit lines

¢ t
Tt =PpPY— wWTy



REVEALED PROFITABILITY 359

and
s = psy - wigxl'

The points above the isoprofit line for period ¢ have higher profits than
7y at period t prices, and the points above the isoprofit line for period s
have higher profits than 74 at period s prices. WAPM requires that the
choice in period ¢t must lie below the period s isoprofit line and that the
choice in period s must lie below the period ¢ isoprofit line.

If this condition is satisfied, it is not hard to generate a technology for
which (y%,2%) and (y*,x%) are profit-maximizing choices. Just take the
shaded area beneath the two lines. These are all of the choices that yield
lower profits than the observed choices at both sets of prices.

The proof that this technology will generate the observed choices as
profit-maximizing choices is clear geometrically. At the prices (pt, w?), the
choice (yt,z%) is on the highest isoprofit line possible, and the same goes
for the period s choice.

Thus, when the observed choices satisfy WAPM, we can “reconstruct”
an estimate of a technology that might have generated the observations.
In this sense, any observed choices consistent with WAPM could be profit-
maximizing choices. As we observe more choices that the firm makes, we get
a tighter estimate of the production function, as illustrated in Figure 19.5.

This estimate of the production function can be used to forecast firm
behavior in other environments or for other uses in economic analysis.

Isoprofit
lines

X
Estimating the technology. As we observe more choices we
get a tighter estimate of the production function.

Figure
19.5
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EXAMPLE: How Do Farmers React to Price Supports?

The U.S. government currently spends between $40 and $60 billion a year
in aid to farmers. A large fraction of this amount is used to subsidize
the production of various products including milk, wheat, corn, soybeans,
and cotton. Occasionally, attempts are made to reduce or eliminate these
subsidies. The effect of elimination of these subsidies would be to reduce
the price of the product received by the farmers.

Farmers sometimes argue that eliminating the subsidies to milk, for ex-
ample, would not reduce the total supply of milk, since dairy farmers would
choose to increase their herds and their supply of milk so as to keep their
standard of living constant.

If farmers are behaving so as to maximize profits, this is impossible. As
we’ve seen above, the logic of profit maximization requires that a decrease
in the price of an output leads to a reduction in its supply: if Ap is negative,
then Ay must be negative as well.

It is certainly possible that small family farms have goals other than sim-
ple maximization of profits, but larger “agribusiness” farms are more likely
to be profit maximizers. Thus the perverse response to the elimination of
subsidies alluded to above could only occur on a limited scale, if at all.

19.12 Cost Minimization

If a firm is maximizing profits and if it chooses to supply some output y,
then it must be minimizing the cost of producing y. If this were not so, then
there would be some cheaper way of producing y units of output, which
would mean that the firm was not maximizing profits in the first place.

This simple observation turns out to be quite useful in examining firm
behavior. It turns out to be convenient to break the profit-maximization
problem into two stages: first we figure out how to minimize the costs of
producing any desired level of output y, then we figure out which level of
output is indeed a profit-maximizing level of output. We begin this task in
the next chapter.

Summary

1. Profits are the difference between revenues and costs. In this definition
it is important that all costs be measured using the appropriate market
prices.

2. Fixed factors are factors whose amount is independent of the level of
output; variable factors are factors whose amount used changes as the level
of output changes.



REVIEW QUESTIONS 361

3. In the short run, some factors must be used in predetermined amounts.
In the long run, all factors are free to vary.

4. If the firm is maximizing profits, then the value of the marginal product
of each factor that it is free to vary must equal its factor price.

5. The logic of profit maximization implies that the supply function of a
competitive firm must be an increasing function of the price of output and
that each factor demand function must be a decreasing function of its price.

6. If a competitive firm exhibits constant returns to scale, then its long-run
maximum profits must be zero.

REVIEW QUESTIONS

1. In the short run, if the price of the fixed factor is increased, what will
happen to profits?

2. If a firm had everywhere increasing returns to scale, what would happen
to its profits if prices remained fixed and if it doubled its scale of operation?

3. If a firm had decreasing returns to scale at all levels of output and it
divided up into two equal-size smaller firms, what would happen to its
overall profits?

4. A gardener exclaims: “For only $1 in seeds I've grown over $20 in pro-
duce!” Besides the fact that most of the produce is in the form of zucchini,
what other observations would a cynical economist make about this situa-
tion?

5. Is maximizing a firm’s profits always identical to maximizing the firm’s
stock market value?

6. If pM Py > wy, then should the firm increase or decrease the amount of
factor 1 in order to increase profits?

7. Suppose a firm is maximizing profits in the short run with variable factor
1 and fixed factor xo. If the price of x5 goes down, what happens to the
firm’s use of 1?7 What happens to the firm’s level of profits?

8. A profit-maximizing competitive firm that is making positive profits
in long-run equilibrium (may/may not) have a technology with constant
returns to scale.
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APPENDIX

The profit-maximization problem of the firm is

ma’pr(xth) — wW1Tr1 — W22,
T1,T2

which has first-order conditions

paf(w’f, 3)

8:761 — w1 = 0
paf(a:leQ) — ws =0.
81,‘2

These are just the same as the marginal product conditions given in the text.
Let’s see how profit-maximizing behavior looks using the Cobb-Douglas produc-
tion function.

Suppose the Cobb-Douglas function is given by f(z1,z2) = z$28. Then the
two first-order conditions become

a—1_b .
pax| o —wi =0
a b—1

pbxixy  —ws = 0.
Multiply the first equation by x; and the second equation by x2 to get
a_b
paxrireg —wizy =0
pbziah — waxs = 0.
Using y = z{2} to denote the level of output of this firm we can rewrite these

expressions as
pay = wixy

pby = waxs.
Solving for z; and z2 we have
« _ apy
T = —=
w1
. b
To = ﬂ
w2

This gives us the demands for the two factors as a function of the optimal output
choice. But we still have to solve for the optimal choice of output. Inserting the
optimal factor demands into the Cobb-Douglas production function, we have the

expression
€D (@)” _y
w1 w2

a\ @ b\’ .
() () v =e
w1 w2

Factoring out the y gives
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pa\ 7a=% [ pb =
=) )
w1 w2

This gives us the supply function of the Cobb-Douglas firm. Along with the
factor demand functions derived above it gives us a complete solution to the
profit-maximization problem.

Note that when the firm exhibits constant returns to scale—when a +b = 1—
this supply function is not well defined. As long as the output and input prices are
consistent with zero profits, a firm with a Cobb-Douglas technology is indifferent
about its level of supply.



CHAPTER 2 O

COST
MINIMIZATION

Our goal is to study the behavior of profit-maximizing firms in both com-
petitive and noncompetitive market environments. In the last chapter we
began our investigation of profit-maximizing behavior in a competitive en-
vironment by examining the profit-maximization problem directly.
However, some important insights can be gained through a more indirect
approach. Our strategy will be to break up the profit-maximization prob-
lem into two pieces. First, we will look at the problem of how to minimize
the costs of producing any given level of output, and then we will look at
how to choose the most profitable level of output. In this chapter we’ll look
at the first step—minimizing the costs of producing a given level of output.

20.1 Cost Minimization

Suppose that we have two factors of production that have prices w; and
ws, and that we want to figure out the cheapest way to produce a given
level of output, y. If we let 1 and zo measure the amounts used of the
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two factors and let f(x1,22) be the production function for the firm, we
can write this problem as

min wix1 + waks
T1,T2

such that f(x1,22) =v.

The same warnings apply as in the preceding chapter concerning this sort
of analysis: make sure that you have included all costs of production in
the calculation of costs, and make sure that everything is being measured
on a compatible time scale.

The solution to this cost-minimization problem—the minimum costs nec-
essary to achieve the desired level of output—will depend on w1, ws, and v,
so we write it as ¢(wq, ws,y). This function is known as the cost function
and will be of considerable interest to us. The cost function ¢(wy, ws,y)
measures the minimal costs of producing y units of output when factor
prices are (wy,ws).

In order to understand the solution to this problem, let us depict the costs
and the technological constraints facing the firm on the same diagram. The
isoquants give us the technological constraints—all the combinations of x;
and x5 that can produce y.

Suppose that we want to plot all the combinations of inputs that have
some given level of cost, C. We can write this as

w121 + waxe = C,

which can be rearranged to give

C w1
To = — — —X7.
w2 W2

It is easy to see that this is a straight line with a slope of —w; /wy and a
vertical intercept of C'/wy. As we let the number C' vary we get a whole
family of isocost lines. Every point on an isocost curve has the same cost,
C, and higher isocost lines are associated with higher costs.

Thus our cost-minimization problem can be rephrased as: find the point
on the isoquant that has the lowest possible isocost line associated with it.
Such a point is illustrated in Figure 20.1.

Note that if the optimal solution involves using some of each factor, and
if the isoquant is a nice smooth curve, then the cost-minimizing point will
be characterized by a tangency condition: the slope of the isoquant must
be equal to the slope of the isocost curve. Or, using the terminology of
Chapter 18, the technical rate of substitution must equal the factor price

ratio:

MPy (2%, 25) wy
-~ 727 —TRS x*7{1;* = ——. 20.1
ATPQ(SCT’IS) ( 1 2) w2 ( )
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X2

Optimal choice

Isocost lines
slope = —-w;/w,

Isoquant
fix;, X)) =y

%

Cost minimization. The choice of factors that minimize pro-
duction costs can be determined by finding the point on the
isoquant that has the lowest associated isocost curve.

(If we have a boundary solution where one of the two factors isn’t used,
this tangency condition need not be met. Similarly, if the production func-
tion has “kinks,” the tangency condition has no meaning. These exceptions
are just like the situation with the consumer, so we won’t emphasize these
cases in this chapter.)

The algebra that lies behind equation (20.1) is not difficult. Consider
any change in the pattern of production (Azp,Axs) that keeps output
constant. Such a change must satisfy

MPy (27, 25)Axy + M Pa(a], 25)Axy = 0. (20.2)

Note that Az; and Azs must be of opposite signs; if you increase the
amount used of factor 1 you must decrease the amount used of factor 2 in
order to keep output constant.

If we are at the cost minimum, then this change cannot lower costs, so
we have

w1 Az + weAxe > 0. (203)

Now consider the change (—Azq, —Azs). This also produces a constant
level of output, and it too cannot lower costs. This implies that

—wlel — ’ng,Tg Z 0. (204)
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Putting expressions (20.3) and (20.4) together gives us
w1 Az + weAxs = 0. (20.5)
Solving equations (20.2) and (20.5) for Axs/Axy gives
Azy  wy MPy (275, x3)

Az, wy  MPy(zt,a3)’

which is just the condition for cost minimization derived above by a geo-
metric argument.

Note that Figure 20.1 bears a certain resemblance to the solution to
the consumer-choice problem depicted earlier. Although the solutions look
the same, they really aren’t the same kind of problem. In the consumer
problem, the straight line was the budget constraint, and the consumer
moved along the budget constraint to find the most-preferred position. In
the producer problem, the isoquant is the technological constraint and the
producer moves along the isoquant to find the optimal position.

The choices of inputs that yield minimal costs for the firm will in general
depend on the input prices and the level of output that the firm wants
to produce, so we write these choices as x1(wy,ws,y) and zo(wy,ws,y).
These are called the conditional factor demand functions, or derived
factor demands. They measure the relationship between the prices and
output and the optimal factor choice of the firm, conditional on the firm
producing a given level of output, y.

Note carefully the difference between the conditional factor demands and
the profit-maximizing factor demands discussed in the last chapter. The
conditional factor demands give the cost-minimizing choices for a given level
of output; the profit-maximizing factor demands give the profit-maximizing
choices for a given price of output.

Conditional factor demands are usually not directly observed; they are
a hypothetical construct. They answer the question of how much of each
factor would the firm use if it wanted to produce a given level of output
in the cheapest way. However, the conditional factor demands are useful
as a way of separating the problem of determining the optimal level of
output from the problem of determining the most cost-effective method of
production.

EXAMPLE: Minimizing Costs for Specific Technologies

Suppose that we consider a technology where the factors are perfect com-
plements, so that f(z1,22) = min{zy,22}. Then if we want to produce y
units of output, we clearly need y units of x1 and y units of x5. Thus the
minimal costs of production will be

c(wy, w2, y) = w1y + way = (w1 + w2)y.



368 COST MINIMIZATION (Ch. 20)

What about the perfect substitutes technology, f(x1,x2) = x1 + x2?
Since goods 1 and 2 are perfect substitutes in production it is clear that
the firm will use whichever is cheaper. Thus the minimum cost of producing
y units of output will be wyy or wsy, whichever is less. In other words:

c(wy, we,y) = min{wyy, woy} = min{wy, wa }y.

Finally, we consider the Cobb-Douglas technology, which is described by
the formula f(z1,22) = z¢24. In this case we can use calculus techniques
to show that the cost function will have the form

a b
. 2
_ 5, atb
c(wy, wa,y) = Kwy ™ ws ™ yats

where K is a constant that depends on a and b. The details of the calcu-
lation are presented in the Appendix.

20.2 Revealed Cost Minimization

The assumption that the firm chooses factors to minimize the cost of pro-
ducing output will have implications for how the observed choices change
as factor prices change.

Suppose that we observe two sets of prices, (w},w}) and (w§,w$), and
the associated choices of the firm, (z!,z}%) and (5, 23). Suppose that each
of these choices produces the same output level y. Then if each choice is a

cost-minimizing choice at its associated prices, we must have

whzt +whrh < wizf +wha
and

wizl + wiry < wix + wixh.
If the firm is always choosing the cost-minimizing way to produce y units
of output, then its choices at times ¢ and s must satisfy these inequali-
ties. We will refer to these inequalities as the Weak Axiom of Cost
Minimization (WACM).

Write the second equation as
—what — wiah < —wisf - wrs

and add it to the first equation to get

(wi —wi)zy + (wh —w3)zh < (wi —wi)a] + (wy — w3)as,

which can be rearranged to give us

(w) —wi)(@] — @) + (wy — w3)(w — 25) < 0.
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Using the delta notation to depict the changes in the factor demands
and factor prices, we have

AwlAazl + A’LUQAJCQ S 0.

This equation follows solely from the assumption of cost-minimizing be-
havior. It implies restrictions on how the firm’s behavior can change when
input prices change and output remains constant.

For example, if the price of the first factor increases and the price of the
second factor stays constant, then Aws = 0, so the inequality becomes

Awlel < 0.

If the price of factor 1 increases, then this inequality implies that the
demand for factor 1 must decrease; thus the conditional factor demand
functions must slope down.

What can we say about how the minimal costs change as we change the
parameters of the problem? It is easy to see that costs must increase if
either factor price increases: if one good becomes more expensive and the
other stays the same, the minimal costs cannot go down and in general will
increase. Similarly, if the firm chooses to produce more output and factor
prices remain constant, the firm’s costs will have to increase.

20.3 Returns to Scale and the Cost Function

In Chapter 18 we discussed the idea of returns to scale for the production
function. Recall that a technology is said to have increasing, decreasing,
or constant returns to scale as f(txy,txs) is greater, less than, or equal to
tf(z1,x2) for all £ > 1. It turns out that there is a nice relation between
the kind of returns to scale exhibited by the production function and the
behavior of the cost function.

Suppose first that we have the natural case of constant returns to scale.
Imagine that we have solved the cost-minimization problem to produce 1
unit of output, so that we know the unit cost function, c¢(wy,ws, 1). Now
what is the cheapest way to produce y units of output? Simple: we just
use y times as much of every input as we were using to produce 1 unit
of output. This would mean that the minimal cost to produce y units of
output would just be ¢(wq,ws, 1)y. In the case of constant returns to scale,
the cost function is linear in output.

What if we have increasing returns to scale? In this case it turns out that
costs increase less than linearly in output. If the firm decides to produce
twice as much output, it can do so at less than twice the cost, as long as
the factor prices remain fixed. This is a natural implication of the idea of
increasing returns to scale: if the firm doubles its inputs, it will more than
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double its output. Thus if it wants to produce double the output, it will
be able to do so by using less than twice as much of every input.

But using twice as much of every input will exactly double costs. So
using less than twice as much of every input will make costs go up by less
than twice as much: this is just saying that the cost function will increase
less than linearly with respect to output.

Similarly, if the technology exhibits decreasing returns to scale, the cost
function will increase more than linearly with respect to output. If output
doubles, costs will more than double.

These facts can be expressed in terms of the behavior of the average
cost function. The average cost function is simply the cost per unit to
produce y units of output:

AC(y) = C(whng,y).

If the technology exhibits constant returns to scale, then we saw above
that the cost function had the form c¢(wy,ws,y) = c(wy,ws,1)y. This
means that the average cost function will be

c(wy,wsy, 1)y

Ac(wh w2, Z/) = y

= c(wy,wa, 1).

That is, the cost per unit of output will be constant no matter what level
of output the firm wants to produce.

If the technology exhibits increasing returns to scale, then the costs will
increase less than linearly with respect to output, so the average costs will
be declining in output: as output increases, the average costs of production
will tend to fall.

Similarly, if the technology exhibits decreasing returns to scale, then
average costs will rise as output increases.

As we saw earlier, a given technology can have regions of increasing,
constant, or decreasing returns to scale—output can increase more rapidly,
equally rapidly, or less rapidly than the scale of operation of the firm at
different levels of production. Similarly, the cost function can increase less
rapidly, equally rapidly, or more rapidly than output at different levels
of production. This implies that the average cost function may decrease,
remain constant, or increase over different levels of output. In the next
chapter we will explore these possibilities in more detail.

From now on we will be most concerned with the behavior of the cost
function with respect to the output variable. For the most part we will
regard the factor prices as being fixed at some predetermined levels and
only think of costs as depending on the output choice of the firm. Thus for
the remainder of the book we will write the cost function as a function of
output alone: ¢(y).
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20.4 Long-Run and Short-Run Costs

The cost function is defined as the minimum cost of achieving a given level
of output. Often it is important to distinguish the minimum costs if the
firm is allowed to adjust all of its factors of production from the minimum
costs if the firm is only allowed to adjust some of its factors.

We have defined the short run to be a time period where some of the
factors of production must be used in a fixed amount. In the long run,
all factors are free to vary. The short-run cost function is defined as
the minimum cost to produce a given level of output, only adjusting the
variable factors of production. The long-run cost function gives the
minimum cost of producing a given level of output, adjusting all of the
factors of production.

Suppose that in the short run factor 2 is fixed at some predetermined
level T3, but in the long run it is free to vary. Then the short-run cost
function is defined by

cs(y,@2) = U;inwlﬂh + wao T2
1

such that f(x1,T2) = y.

Note that in general the minimum cost to produce y units of output in the
short run will depend on the amount and cost of the fixed factor that is
available.

In the case of two factors, this minimization problem is easy to solve: we
just find the smallest amount of x; such that f(z1,Z2) = y. However, if
there are many factors of production that are variable in the short run the
cost-minimization problem will involve more elaborate calculation.

The short-run factor demand function for factor 1 is the amount of fac-
tor 1 that minimizes costs. In general it will depend on the factor prices
and on the levels of the fixed factors as well, so we write the short-run
factor demands as

71 = (w1, w2, T2,Y)

Ty = X2.

These equations just say, for example, that if the building size is fixed
in the short run, then the number of workers that a firm wants to hire at
any given set of prices and output choice will typically depend on the size
of the building.

Note that by definition of the short-run cost function

cs(y,T2) = wi ] (w1, wa, Ta, y) + wals.

This just says that the minimum cost of producing output y is the cost
associated with using the cost-minimizing choice of inputs. This is true by
definition but turns out to be useful nevertheless.



372 COST MINIMIZATION (Ch. 20)

The long-run cost function in this example is defined by

c(y) = min wixy + wars
T1,T2

such that f(x1,22) = y.

Here both factors are free to vary. Long-run costs depend only on the level
of output that the firm wants to produce along with factor prices. We write
the long-run cost function as ¢(y), and write the long-run factor demands
as

z1 = z1(wi, w2,y)

Ty = T2(Ww1, w2, Y).

We can also write the long-run cost function as
c(y) = wiz1 (w1, w2, y) + waze(wi, w2, y).

Just as before, this simply says that the minimum costs are the costs that
the firm gets by using the cost-minimizing choice of factors.

There is an interesting relation between the short-run and the long-run
cost functions that we will use in the next chapter. For simplicity, let us
suppose that factor prices are fixed at some predetermined levels and write
the long-run factor demands as

71 = 11(y)
T2 = 952(1/)-

Then the long-run cost function can also be written as

c(y) = cs(y, z2(y))-

To see why this is true, just think about what it means. The equation says
that the minimum costs when all factors are variable is just the minimum
cost when factor 2 is fixed at the level that minimizes long-run costs. It fol-
lows that the long-run demand for the variable factor—the cost-minimizing
choice—is given by

xl(whw%y) = xi(whw% azg(y),y).

This equation says that the cost-minimizing amount of the variable factor
in the long run is that amount that the firm would choose in the short
run—if it happened to have the long-run cost-minimizing amount of the
fixed factor.
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20.5 Fixed and Quasi-Fixed Costs

In Chapter 19 we made the distinction between fixed factors and quasi-
fixed factors. Fixed factors are factors that must receive payment whether
or not any output is produced. Quasi-fixed factors must be paid only if the
firm decides to produce a positive amount of output.

It is natural to define fixed costs and quasi-fixed costs in a similar man-
ner. Fixed costs are costs associated with the fixed factors: they are
independent of the level of output, and, in particular, they must be paid
whether or not the firm produces output. Quasi-fixed costs are costs
that are also independent of the level of output, but only need to be paid
if the firm produces a positive amount of output.

There are no fixed costs in the long run, by definition. However, there
may easily be quasi-fixed costs in the long run. If it is necessary to spend
a fixed amount of money before any output at all can be produced, then
quasi-fixed costs will be present.

20.6 Sunk Costs

Sunk costs are another kind of fixed costs. The concept is best explained by
example. Suppose that you have decided to lease an office for a year. The
monthly rent that you have committed to pay is a fixed cost, since you are
obligated to pay it regardless of the amount of output you produce. Now
suppose that you decide to refurbish the office by painting it and buying
furniture. The cost for paint is a fixed cost, but it is also a sunk cost since
it is a payment that is made and cannot be recovered. The cost of buying
the furniture, on the other hand, is not entirely sunk, since you can resell
the furniture when you are done with it. It’s only the difference between
the cost of new and used furniture that is sunk.

To spell this out in more detail, suppose that you borrow $20,000 at the
beginning of the year at, say, 10 percent interest. You sign a lease to rent
an office and pay $12,000 in advance rent for next year. You spend $6,000
on office furniture and $2,000 to paint the office. At the end of the year
you pay back the $20,000 loan plus the $2,000 interest payment and sell
the used office furniture for $5,000.

Your total sunk costs consist of the $12,000 rent, the $2,000 of interest,
the $2,000 of paint, but only $1,000 for the furniture, since $5,000 of the
orginal furniture expenditure is recoverable.

The difference between sunk costs and recoverable costs can be quite
significant. A $100,000 expenditure to purchase five light trucks sounds
like a lot of money, but if they can later be sold on the used truck market
for $80,000, the actual sunk cost is only $20,000. A $100,000 expenditure
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on a custom-made press for stamping out gizmos that has a zero resale
value is quite different; in this case the entire expenditure is sunk.

The best way to keep these issues straight is to make sure to treat all
expenditures on a flow basis: how much does it cost to do business for
a year? That way, one is less likely to forget the resale value of capital
equipment and more likely to keep the distinction between sunk costs and
recoverable costs clear.

Summary

1. The cost function, ¢(wq, we, y), measures the minimum costs of produc-
ing a given level of output at given factor prices.

2. Cost-minimizing behavior imposes observable restrictions on choices that
firms make. In particular, conditional factor demand functions will be neg-
atively sloped.

3. There is an intimate relationship between the returns to scale exhibited
by the technology and the behavior of the cost function. Increasing returns
to scale implies decreasing average cost, decreasing returns to scale implies
increasing average cost, and constant returns to scale implies constant av-
erage cost.

4. Sunk costs are costs that are not recoverable.

REVIEW QUESTIONS

1. Prove that a profit-maximizing firm will always minimize costs.

2. If a firm is producing where M Py /w; > M Ps/ws, what can it do to
reduce costs but maintain the same output?

3. Suppose that a cost-minimizing firm uses two inputs that are perfect
substitutes. If the two inputs are priced the same, what do the conditional
factor demands look like for the inputs?

4. The price of paper used by a cost-minimizing firm increases. The firm
responds to this price change by changing its demand for certain inputs,
but it keeps its output constant. What happens to the firm’s use of paper?

5. If a firm uses n inputs (n > 2), what inequality does the theory of
revealed cost minimization imply about changes in factor prices (Aw;) and
the changes in factor demands (Ax;) for a given level of output?
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APPENDIX

Let us study the cost-minimization problem posed in the text using the opti-
mization techniques introduced in Chapter 5. The problem is a constrained-
minimization problem of the form

min wixi1 + waTo
T1,T2

such that f(z1,z2) =y.

Recall that we had several techniques to solve this kind of problem. One way
was to substitute the constraint into the objective function. This can still be
used when we have a specific functional form for f(z1,x2), but isn’t much use in
the general case.

The second method was the method of Lagrange multipliers and that works
fine. To apply this method we set up the Lagrangian

L = w1z + waze — A(f(21,22) — y)

and differentiate with respect to zi, w2 and A. This gives us the first-order
conditions:

oy — )\af(xhxz) -0
8131

wy — 2 E1L22)
81‘2

f(z1,22) —y =0.

The last condition is simply the constraint. We can rearrange the first two
equations and divide the first equation by the second equation to get

wi  Of(x1,2) /011

wa  Of (x1,22)/ 02"

Note that this is the same first-order condition that we derived in the text: the
technical rate of substitution must equal the factor price ratio.
Let’s apply this method to the Cobb-Douglas production function:

f@r,m0) = 2.
The cost-minimization problem is then

min wix1 + waTs
xT1,T2

such that zizh = v.

Here we have a specific functional form, and we can solve it using either the
substitution method or the Lagrangian method. The substitution method would
involve first solving the constraint for z2 as a function of x;:

To = (ymf“) 1/
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and then substituting this into the objective function to get the unconstrained
minimization problem
. —an\1/b
min wixri + ws (yxl ) / .
1
We could now differentiate with respect to 1 and set resulting derivative equal
to zero, as usual. The resulting equation can be solved to get x1 as a function
of w1, wa, and y, to get the conditional factor demand for x1. This isn’t hard to
do, but the algebra is messy, so we won’t write down the details.
We will, however, solve the Lagrangian problem. The three first-order condi-
tions are

Y a—1_b
w1 = A\axr] Tg
b—1
wo = Abx Ty
__,a_b
Y =x122.

Multiply the first equation by z1 and the second equation by z2 to get
wizy = Nazlzh = Aay

waTs = Abziah = by,

so that “
o =AY (20.6)
w1
To = b—y (20.7)
w2

Now we use the third equation to solve for A. Substituting the solutions for x;
and x2 into the third first-order condition, we have

(M)“ (@)b _
w1 w2 =Y

We can solve this equation for A\ to get the rather formidable expression

—a3—b a b l—a—b 1
A= (a “b"wiwyy )atb,

which, along with equations (20.6) and (20.7), gives us our final solutions for z1
and zo. These factor demand functions will take the form

b —b b
a a+b — — 1
+b +b, —F
1 (w1, w2,y) = (g) Wy wy Ty Ee

a5 - =2
. a+b a+b , —FF
w2(w1, w2, y) = (*) wy T wy Ty et

The cost function can be found by writing down the costs when the firm makes
the cost-minimizing choices. That is,

C(w17w27y) = w1x1(w1,w2, y) + QU2$2(’LU1,’w27y).
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Some tedious algebra shows that
a\ 755 a\ars | 2% oty 1
c(wr, we,y) = (g) + (g) wy T wy Ty ett.

(Don’t worry, this formula won’t be on the final exam. It is presented only to
demonstrate how to get an explicit solution to the cost-minimization problem by
applying the method of Lagrange multipliers.)

Note that costs will increase more than, equal to, or less than linearly with
output as a + b is less than, equal to, or greater than 1. This makes sense since
the Cobb-Douglas technology exhibits decreasing, constant, or increasing returns
to scale depending on the value of a + b.



CHAPTER 2 1

COST
CURVES

In the last chapter we described the cost-minimizing behavior of a firm.
Here we continue that investigation through the use of an important geo-
metric construction, the cost curve. Cost curves can be used to depict
graphically the cost function of a firm and are important in studying the
determination of optimal output choices.

21.1 Average Costs

Consider the cost function described in the last chapter. This is the function
c(wy,wa,y) that gives the minimum cost of producing output level y when
factor prices are (wy,wsz). In the rest of this chapter we will take the factor
prices to be fixed so that we can write cost as a function of y alone, c(y).

Some of the costs of the firm are independent of the level of output of
the firm. As we’ve seen in Chapter 20, these are the fixed costs. Fixed
costs are the costs that must be paid regardless of what level of output the
firm produces. For example, the firm might have mortgage payments that
are required no matter what its level of output.
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Other costs change when output changes: these are the variable costs.
The total costs of the firm can always be written as the sum of the variable
costs, ¢,(y), and the fixed costs, F:

c(y) =co(y) + F.

The average cost function measures the cost per unit of output. The
average variable cost function measures the variable costs per unit of
output, and the average fixed cost function measures the fixed costs
per unit output. By the above equation:

AC(y) = C(yy) - Cy(y) + g — AVC(y) + AFC(y)

where AV C(y) stands for average variable costs and AF'C(y) stands for
average fixed costs. What do these functions look like? The easiest one is
certainly the average fixed cost function: when y = 0 it is infinite, and as
y increases the average fixed cost decreases toward zero. This is depicted
in Figure 21.1A.

AC AC AC

AFC AVC AC

A B C

Construction of the average cost curve. (A) The average
fixed costs decrease as output is increased. (B) The average vari-
able costs eventually increase as output is increased. (C) The
combination of these two effects produces a U-shaped average
cost curve.

Consider the variable cost function. Start at a zero level of output and
consider producing one unit. Then the average variable costs at y = 1 is
just the variable cost of producing this one unit. Now increase the level
of production to 2 units. We would expect that, at worst, variable costs
would double, so that average variable costs would remain constant. If

Figure
21.1
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we can organize production in a more efficient way as the scale of output
is increased, the average variable costs might even decrease initially. But
eventually we would expect the average variable costs to rise. Why? If fixed
factors are present, they will eventually constrain the production process.

For example, suppose that the fixed costs are due to the rent or mortgage
payments on a building of fixed size. Then as production increases, average
variable costs—the per-unit production costs—may remain constant for a
while. But as the capacity of the building is reached, these costs will rise
sharply, producing an average variable cost curve of the form depicted in
Figure 21.1B.

The average cost curve is the sum of these two curves; thus it will have
the U-shape indicated in Figure 21.1C. The initial decline in average costs
is due to the decline in average fixed costs; the eventual increase in average
costs is due to the increase in average variable costs. The combination of
these two effects yields the U-shape depicted in the diagram.

21.2 Marginal Costs

There is one more cost curve of interest: the marginal cost curve. The
marginal cost curve measures the change in costs for a given change in
output. That is, at any given level of output y, we can ask how costs will
change if we change output by some amount Ay:

MC(y) = Ai(;) _cly+ AAy; —cy)

We could just as well write the definition of marginal costs in terms of
the variable cost function:

MC(y) = Azjl(jy) _aly+ AAy; —el(y)

This is equivalent to the first definition, since c¢(y) = ¢,(y) + F and the
fixed costs, F', don’t change as y changes.

Often we think of Ay as being one unit of output, so that marginal
cost indicates the change in our costs if we consider producing one more
discrete unit of output. If we are thinking of the production of a discrete
good, then marginal cost of producing y units of output is just c(y) —
c(y — 1). This is often a convenient way to think about marginal cost,
but is sometimes misleading. Remember, marginal cost measures a rate of
change: the change in costs divided by a change in output. If the change
in output is a single unit, then marginal cost looks like a simple change
in costs, but it is really a rate of change as we increase the output by one
unit.
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How can we put this marginal cost curve on the diagram presented above?
First we note the following. The variable costs are zero when zero units
of output are produced, by definition. Thus for the first unit of output
produced

(D) + F —cy(0) = F  ¢,(1)

MC(1) = : =~ = AVO().

Thus the marginal cost for the first small unit of amount equals the average
variable cost for a single unit of output.

Now suppose that we are producing in a range of output where average
variable costs are decreasing. Then it must be that the marginal costs are
less than the average variable costs in this range. For the way that you
push an average down is to add in numbers that are less than the average.

Think about a sequence of numbers representing average costs at differ-
ent levels of output. If the average is decreasing, it must be that the cost
of each additional unit produced is less than average up to that point. To
make the average go down, you have to be adding additional units that are
less than the average.

Similarly, if we are in a region where average variable costs are rising,
then it must be the case that the marginal costs are greater than the average
variable costs—it is the higher marginal costs that are pushing the average
up.

Thus we know that the marginal cost curve must lie below the average
variable cost curve to the left of its minimum point and above it to the
right. This implies that the marginal cost curve must intersect the average
variable cost curve at its minimum point.

Exactly the same kind of argument applies for the average cost curve. If
average costs are falling, then marginal costs must be less than the average
costs and if average costs are rising the marginal costs must be larger than
the average costs. These observations allow us to draw in the marginal cost
curve as in Figure 21.2.

To review the important points:

e The average variable cost curve may initially slope down but need not.
However, it will eventually rise, as long as there are fixed factors that
constrain production.

e The average cost curve will initially fall due to declining fixed costs but
then rise due to the increasing average variable costs.

e The marginal cost and average variable cost are the same at the first
unit of output.

e The marginal cost curve passes through the minimum point of both the
average variable cost and the average cost curves.
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AC
e AC
MC
AVC
Y
Figure Cost curves. The average cost curve (AC), the average vari-
21.2 able cost curve (AVC), and the marginal cost curve (MC).

21.3 Marginal Costs and Variable Costs

There are also some other relationships between the various curves. Here is
one that is not so obvious: it turns out that the area beneath the marginal
cost curve up to y gives us the variable cost of producing y units of output.
Why is that?

The marginal cost curve measures the cost of producing each additional
unit of output. If we add up the cost of producing each unit of output we
will get the total costs of production—except for fixed costs.

This argument can be made rigorous in the case where the output good
is produced in discrete amounts. First, we note that

co(y) = leo(y) —coly = D]+ [co(y — 1) — culy — 2+
-+ [eo(1) = eu(0)].
This is true since ¢, (0) = 0 and all the middle terms cancel out; that is, the
second term cancels the third term, the fourth term cancels the fifth term,

and so on. But each term in this sum is the marginal cost at a different
level of output:

e(y) =MC(y—1)+ MC(y —2) +---+ MC(0).
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Thus each term in the sum represents the area of a rectangle with height
MC(y) and base of 1. Summing up all these rectangles gives us the area
under the marginal cost curve as depicted in Figure 21.3.

MC

Variable costs

Y

Marginal cost and variable costs. The area under the Figure
marginal cost curve gives the variable costs. 21.3

EXAMPLE: Specific Cost Curves

Let’s consider the cost function c(y) = y? + 1. We have the following
derived cost curves:

variable costs: c,(y) = y?
fixed costs: ¢f(y) =1
average variable costs: AVC(y) =vy?/y =y

average fixed costs: AFC(y) =1/y

2
+1 1
vl 1

average costs: AC(y) =
Y )

marginal costs: MC(y) = 2y
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These are all obvious except for the last one, which is also obvious if you
know calculus. If the cost function is c(y) = y? + F, then the marginal
cost function is given by MC(y) = 2y. If you don’t know this fact already,
memorize it, because you’ll use it in the exercises.

What do these cost curves look like? The easiest way to draw them is
first to draw the average variable cost curve, which is a straight line with
slope 1. Then it is also simple to draw the marginal cost curve, which is a
straight line with slope 2.

The average cost curve reaches its minimum where average cost equals
marginal cost, which says

1
y+ =2y,
y

which can be solved to give ymin = 1. The average cost at y = 1 is 2, which
is also the marginal cost. The final picture is given in Figure 21.4.

AC
AVC

AC , AVC

Cost curves. The cost curves for c¢(y) = y? + 1.

EXAMPLE: Marginal Cost Curves for Two Plants

Suppose that you have two plants that have two different cost functions,
c1(y1) and ea(y2). You want to produce y units of output in the cheapest
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way. In general, you will want to produce some amount of output in each
plant. The question is, how much should you produce in each plant?
Set up the minimization problem:

mine; (y1) + c2(y2)
Y1,Y2

such that y; +y2 = y.

Now how do you solve it? It turns out that at the optimal division of
output between the two plants we must have the marginal cost of producing
output at plant 1 equal to the marginal cost of producing output at plant
2. In order to prove this, suppose the marginal costs were not equal; then
it would pay to shift a small amount of output from the plant with higher
marginal costs to the plant with lower marginal costs. If the output division
is optimal, then switching output from one plant to the other can’t lower
costs.

Let ¢(y) be the cost function that gives the cheapest way to produce
y units of output—that is, the cost of producing y units of output given
that you have divided output in the best way between the two plants. The
marginal cost of producing an extra unit of output must be the same no
matter which plant you produce it in.

We depict the two marginal cost curves, M Ci(y1) and MCs(ys), in Fig-
ure 21.5. The marginal cost curve for the two plants taken together is just
the horizontal sum of the two marginal cost curves, as depicted in Figure
21.5C.

MAR- MAR- MAR-
GINAL GINAL GINAL
COST COST COST

A B C
Marginal costs for a firm with two plants. The overall Figure
marginal cost curve on the right is the horizontal sum of the 21.5

marginal cost curves for the two plants shown on the left.
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For any fixed level of marginal costs, say ¢, we will produce y; and y;
such that MC4(yf) = MC(y3) = ¢, and we will thus have y§ + y3 units of
output produced. Thus the amount of output produced at any marginal
cost ¢ is just the sum of the outputs where the marginal cost of plant 1
equals ¢ and the marginal cost of plant 2 equals ¢: the horizontal sum of
the marginal cost curves.

21.4 Cost Curves for Online Auctions

We explored an auction model of search engine advertising in Chapter 17.
Recall the setup. When a user enters a query into a search engine, the
query is matched with keywords chosen by advertisers. Those advertisers
whose keywords match the query are entered into an auction. The highest
bidder gets the most prominent position, the second-highest bidder gets
the second most prominent position and so on. The more prominent the
position, the more clicks the ad tends to get, other things (such as ad
quality) being equal.

In the auction examined earlier, it was assumed that each advertiser
could choose a separate bid for each keyword. In practice, an advertiser
chooses a single bid that is used in all auctions in which they participate.
The fact that prices are determined by an auction is not all that impor-
tant from an advertiser’s point of view. What matters is the relationship
between the number of clicks the ad gets, =, and the cost of those clicks,
c(x).

This is just our old friend the total cost function. Once an advertiser
knows the cost function, it can determine how many clicks it wants to buy.
Letting v represent the value of a click, the profit maximization problem is

max vr — c(z).
As we have seen, the optimal solution entails setting value equal to mar-
ginal cost. Once the advertiser determines the profit-maximizing number
of clicks, it can choose a bid that will yield that many clicks.

This process is shown in Figure 21.6, which is a standard plot of average
cost and marginal cost, with the addition of a new line illustrating the bid.

How does the advertising discover its cost curve? Omne answer is that
the advertiser can experiment with different bids and record the resulting
number of clicks and cost. Or, the search engine can provide an estimate
of the cost function by using the information from the auctions.

Suppose, for example, we want to estimate what would happen if an
advertiser increases its bid per click from 50 cents to 80 cents. The search
engine can look at each auction in which the advertiser participates to
how its position changes and how many new clicks it could be expected to
receive in the new position.
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AC

bid (x*)

v=MC(x*)

¢ CLICKS

Click-cost curves. The profit-maximizing number of clicks is
where value equals marginal cost, which determines the appro-
priate bid and average cost per click.

21.5 Long-Run Costs

In the above analysis, we have regarded the firm’s fixed costs as being the
costs that involve payments to factors that it is unable to adjust in the short
run. In the long run a firm can choose the level of its “fixed” factors—they
are no longer fixed.

Of course, there may still be quasi-fixed factors in the long run. That
is, it may be a feature of the technology that some costs have to be paid
to produce any positive level of output. But in the long run there are no
fixed costs, in the sense that it is always possible to produce zero units of
output at zero costs—that is, it is always possible to go out of business. If
quasi-fixed factors are present in the long run, then the average cost curve
will tend to have a U-shape, just as in the short run. But in the long run
it will always be possible to produce zero units of output at a zero cost, by
definition of the long run.

Of course, what constitutes the long run depends on the problem we are
analyzing. If we are considering the fixed factor to be the size of the plant,
then the long run will be how long it would take the firm to change the
size of its plant. If we are considering the fixed factor to be the contractual
obligations to pay salaries, then the long run would be how long it would
take the firm to change the size of its work force.

Just to be specific, let’s think of the fixed factor as being plant size and

Figure
21.6
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denote it by k. The firm’s short-run cost function, given that it has a plant
of k square feet, will be denoted by ¢s(y, k), where the s subscript stands
for “short run.” (Here k is playing the role of To in Chapter 20.)

For any given level of output, there will be some plant size that is the
optimal size to produce that level of output. Let us denote this plant size
by k(y). This is the firm’s conditional factor demand for plant size as a
function of output. (Of course, it also depends on the prices of plant size
and other factors of production, but we have suppressed these arguments.)
Then, as we've seen in Chapter 20, the long-run cost function of the firm
will be given by ¢;(y, k(y)). This is the total cost of producing an output
level y, given that the firm is allowed to adjust its plant size optimally.
The long-run cost function of the firm is just the short-run cost function
evaluated at the optimal choice of the fixed factors:

c(y) = cs(y, k(y))-

Let us see how this looks graphically. Pick some level of output y*, and
let k* = k(y*) be the optimal plant size for that level of output. The short-
run cost function for a plant of size k* will be given by ¢,(y, k*), and the
long-run cost function will be given by ¢(y) = ¢s(y, k(y)), just as above.

Now, note the important fact that the short-run cost to produce output
y must always be at least as large as the long-run cost to produce y. Why?
In the short run the firm has a fixed plant size, while in the long run the
firm is free to adjust its plant size. Since one of its long-run choices is
always to choose the plant size k*, its optimal choice to produce y units of
output must have costs at least as small as ¢(y, k*). This means that the
firm must be able to do at least as well by adjusting plant size as by having
it fixed. Thus

cy) < es(y, k)

for all levels of y.
In fact, at one particular level of y, namely y*, we know that

c(y*) = cs(y*, k")

Why? Because at y* the optimal choice of plant size is k*. So at y*, the
long-run costs and the short-run costs are the same.

If the short-run cost is always greater than the long-run cost and they
are equal at one level of output, then this means that the short-run and the
long-run average costs have the same property: AC(y) < AC,(y, k*) and
AC(y*) = ACs(y*, k*). This implies that the short-run average cost curve
always lies above the long-run average cost curve and that they touch at
one point, y*. Thus the long-run average cost curve (LAC') and the short-
run average cost curve (SAC) must be tangent at that point, as depicted
in Figure 21.7.
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Short-run and long-run average costs. The short-run av-
erage cost curve must be tangent to the long-run average cost
curve.

We can do the same sort of construction for levels of output other than
y*. Suppose we pick outputs y1,¥s, ..., ¥y, and accompanying plant sizes
k1 =k(y1), ke = k(y2),...,kn = k(yn). Then we get a picture like that in
Figure 21.8. We summarize Figure 21.8 by saying that the long-run average
cost curve is the lower envelope of the short-run average cost curves.

21.6 Discrete Levels of Plant Size

In the above discussion we have implicitly assumed that we can choose
a continuous number of different plant sizes. Thus each different level of
output has a unique optimal plant size associated with it. But we can also
consider what happens if there are only a few different levels of plant size
to choose from.

Suppose, for example, that we have four different choices, k1, ko, k3, and
k4. We have depicted the four different average cost curves associated with
these plant sizes in Figure 21.9.

How can we construct the long-run average cost curve? Well, remember
the long-run average cost curve is the cost curve you get by adjusting k
optimally. In this case that isn’t hard to do: since there are only four
different plant sizes, we just see which one has the lowest costs associated
with it and pick that plant size. That is, for any level of output y, we just

Figure
21.7
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Short-run and long-run average costs. The long-run av-
erage cost curve is the envelope of the short-run average cost
curves.

choose the plant size that gives us the minimum cost of producing that
output level.

Thus the long-run average cost curve will be the lower envelope of the
short-run average costs, as depicted in Figure 21.9. Note that this figure has
qualitatively the same implications as Figure 21.8: the short-run average
costs always are at least as large as the long-run average costs, and they
are the same at the level of output where the long-run demand for the fixed
factor equals the amount of the fixed factor that you have.

21.7 Long-Run Marginal Costs

We've seen in the last section that the long-run average cost curve is the
lower envelope of the short-run average cost curves. What are the impli-
cations of this for marginal costs? Let’s first consider the case where there
are discrete levels of plant size. In this situation the long-run marginal
cost curve consists of the appropriate pieces of the short-run marginal cost
curves, as depicted in Figure 21.10. For each level of output, we see which
short-run average cost curve we are operating on and then look at the
marginal cost associated with that curve.
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Discrete levels of plant size. The long-run cost curve is the
lower envelope of the short-run curves, just as before.

This has to hold true no matter how many different plant sizes there are,
so the picture for the continuous case looks like Figure 21.11. The long-run
marginal cost at any output level y has to equal the short-run marginal
cost associated with the optimal level of plant size to produce y.

Summary

1. Average costs are composed of average variable costs plus average fixed
costs. Average fixed costs always decline with output, while average vari-
able costs tend to increase. The net result is a U-shaped average cost
curve.

2. The marginal cost curve lies below the average cost curve when average
costs are decreasing, and above when they are increasing. Thus marginal
costs must equal average costs at the point of minimum average costs.

3. The area under the marginal cost curve measures the variable costs.

4. The long-run average cost curve is the lower envelope of the short-run
average cost curves.

Figure
21.9
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Long-run marginal costs. When there are discrete levels of
the fixed factor, the firm will choose the amount of the fixed
factor to minimize average costs. Thus the long-run marginal
cost curve will consist of the various segments of the short-run
marginal cost curves associated with each different level of the
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REVIEW QUESTIONS

1. Which of the following are true? (1) Average fixed costs never increase
with output; (2) average total costs are always greater than or equal to
average variable costs; (3) average cost can never rise while marginal costs

are declining.

2. A firm produces identical outputs at two different plants. If the marginal
cost at the first plant exceeds the marginal cost at the second plant, how

can the firm reduce costs and maintain the same level of output?

3. True or false? In the long run a firm always operates at the mini-
mum level of average costs for the optimally sized plant to produce a given

amount of output.
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Long-run marginal costs. The relationship between the
long-run and the short-run marginal costs with continuous levels
of the fixed factor.

APPENDIX

In the text we claimed that average variable cost equals marginal cost for the
first unit of output. In calculus terms this becomes

lim @) = lim ¢/ (y).
y—0 Y y—0

The left-hand side of this expression is not defined at y = 0. But its limit is
defined, and we can compute it using I’Hopital’s rule, which states that the limit
of a fraction whose numerator and denominator both approach zero is given by
the limit of the derivatives of the numerator and the denominator. Applying this

rule, we have
li cu(y) _ limy—o des(y)/dy _ < (0)
im = — = ,
y—0 Y limy o dy/dy 1

which establishes the claim.
We also claimed that the area under the marginal cost curve gave us variable
cost. This is easy to show using the fundamental theorem of calculus. Since

_ deo(y)

MC(y) Q0

Figure
21.11
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we know that the area under the marginal cost curve is

) = [ ) - a0 = o)
0

The discussion of long-run and short-run marginal cost curves is all pretty clear
geometrically, but what does it mean economically? It turns out that the calculus
argument gives the nicest intuition. The argument is simple. The marginal cost
of production is just the change in cost that arises from changing output. In the
short run we have to keep plant size (or whatever) fixed, while in the long run
we are free to adjust it. So the long-run marginal cost will consist of two pieces:
how costs change holding plant size fixed plus how costs change when plant size
adjusts. But if the plant size is chosen optimally, this last term has to be zero!
Thus the long-run and the short-run marginal costs have to be the same.

The mathematical proof involves the chain rule. Using the definition from the
text:

c(y) = cs(y, k(y)).

Differentiating with respect to y gives

dely) _ Ocs(y, k) | 9cs(y, k) Ok(y)
dy Oy Ok oy

If we evaluate this at a specific level of output y* and its associated optimal
plant size k* = k(y*), we know that

Oes(y*, k™) 0
Ok N

because that is the necessary first-order condition for k* to be the cost-minimizing

plant size at y*. Thus the second term in the expression cancels out and all that

we have left is the short-run marginal cost:

de(y”) _ Ocs(y”, k7)
dy Oy '



CHAPTER 2 2

FIRM
SUPPLY

In this chapter we will see how to derive the supply curve of a competitive
firm from its cost function using the model of profit maximization. The
first thing we have to do is to describe the market environment in which
the firm operates.

22.1 Market Environments

Every firm faces two important decisions: choosing how much it should pro-
duce and choosing what price it should set. If there were no constraints on
a profit-maximizing firm, it would set an arbitrarily high price and produce
an arbitrarily large amount of output. But no firm exists in such an un-
constrained environment. In general, the firm faces two sorts of constraints
on its actions.

First, it faces the technological constraints summarized by the pro-
duction function. There are only certain feasible combinations of inputs
and outputs, and even the most profit-hungry firm has to respect the re-
alities of the physical world. We have already discussed how we can sum-
marize the technological constraints, and we’ve seen how the technological
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constraints lead to the economic constraints summarized by the cost
function.

But now we bring in a new constraint—or at least an old constraint
from a different perspective. This is the market constraint. A firm can
produce whatever is physically feasible, and it can set whatever price it
wants ... but it can only sell as much as people are willing to buy.

If it sets a certain price p it will sell a certain amount of output . We
call the relationship between the price a firm sets and the amount that it
sells the demand curve facing the firm.

If there were only one firm in the market, the demand curve facing the
firm would be very simple to describe: it is just the market demand curve
described in earlier chapters on consumer behavior. For the market demand
curve measures how much of the good people want to buy at each price.
Thus the demand curve summarizes the market constraints facing a firm
that has a market all to itself.

But if there are other firms in the market, the constraints facing an
individual firm will be different. In this case, the firm has to guess how the
other firms in the market will behave when it chooses its price and output.

This is not an easy problem to solve, either for firms or for economists.
There are a lot of different possibilities, and we will try to examine them
in a systematic way. We’ll use the term market environment to describe
the ways that firms respond to each other when they make their pricing
and output decisions.

In this chapter we’ll examine the simplest market environment, that
of pure competition. This is a good comparison point for many other
environments, and it is of considerable interest in its own right. First let’s
give the economist’s definition of pure competition, and then we’ll try to
justify it.

22.2 Pure Competition

To a lay person, “competition” has the connotation of intense rivalry.
That’s why students are often surprised that the economist’s definition
of competition seems so passive: we say that a market is purely compet-
itive if each firm assumes that the market price is independent of its own
level of output. Thus, in a competitive market, each firm only has to worry
about how much output it wants to produce. Whatever it produces can
only be sold at one price: the going market price.

In what sort of environment might this be a reasonable assumption for a
firm to make? Well, suppose that we have an industry composed of many
firms that produce an identical product, and that each firm is a small part
of the market. A good example would be the market for wheat. There
are thousands of wheat farmers in the United States, and even the largest
of them produces only an infinitesimal fraction of the total supply. It is
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reasonable in this case for any one firm in the industry to take the market
price as being predetermined. A wheat farmer doesn’t have to worry about
what price to set for his wheat—if he wants to sell any at all, he has to sell
it at the market price. He is a price taker: the price is given as far as he
is concerned; all he has to worry about is how much to produce.

This kind of situation—an identical product and many small firms—is a
classic example of a situation where price-taking behavior is sensible. But
it is not the only case where price-taking behavior is possible. Even if there
are only a few firms in the market, they may still treat the market price as
being outside their control.

Think of a case where there is a fixed supply of a perishable good: say
fresh fish or cut flowers in a marketplace. Even if there are only 3 or 4
firms in the market, each firm may have to take the other firms’ prices as
given. If the customers in the market only buy at the lowest price, then
the lowest price being offered is the market price. If one of the other firms
wants to sell anything at all, it will have to sell at the market price. So
in this sort of situation competitive behavior—taking the market price as
outside of your control-—seems plausible as well.

We can describe the relationship between price and quantity perceived
by a competitive firm in terms of a diagram as in Figure 22.1. As you can
see, this demand curve is very simple. A competitive firm believes that it
will sell nothing if it charges a price higher than the market price. If it sells
at the market price, it can sell whatever amount it wants, and if it sells
below the market price, it will get the entire market demand at that price.

As usual we can think of this kind of demand curve in two ways. If we
think of quantity as a function of price, this curve says that you can sell
any amount you want at or below the market price. If we think of price
as a function of quantity, it says that no matter how much you sell, the
market price will be independent of your sales.

(Of course, this doesn’t have to be true for literally any amount. Price
has to be independent of your output for any amount you might consider
selling. In the case of the cut-flower seller, the price has to be indepen-
dent of how much she sells for any amount up to her stock on hand—the
maximum that she could consider selling.)

It is important to understand the difference between the “demand curve
facing a firm” and the “market demand curve.” The market demand curve
measures the relationship between the market price and the total amount
of output sold. The demand curve facing a firm measures the relationship
between the market price and the output of that particular firm.

The market demand curve depends on consumers’ behavior. The demand
curve facing a firm not only depends on consumers’ behavior but it also
depends on the behavior of the other firms. The usual justification for the
competitive model is that when there are many small firms in the market,
each one faces a demand curve that is essentially flat. But even if there
are only two firms in the market, and one insists on charging a fixed price
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no matter what, then the other firm in the market will face a competitive
demand curve like the one depicted in Figure 22.1. Thus the competitive
model may hold in a wider variety of circumstances than is apparent at
first glance.

Market demand

Demand curve

M facing firm
price

Y

The demand curve facing a competitive firm. The firm’s
demand is horizontal at the market price. At higher prices, the
firm sells nothing, and below the market price it faces the entire
market demand curve.

22.3 The Supply Decision of a Competitive Firm

Let us use the facts we have discovered about cost curves to figure out
the supply curve of a competitive firm. By definition a competitive firm
ignores its influence on the market price. Thus the maximization problem
facing a competitive firm is

max py — c(y)-

This just says that the competitive firm wants to maximize its profits: the
difference between its revenue, py, and its costs, c(y).

What level of output will a competitive firm choose to produce? Answer:
it will operate where marginal revenue equals marginal cost—where the
extra revenue gained by one more unit of output just equals the extra cost
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of producing another unit. If this condition did not hold, the firm could
always increase its profits by changing its level of output.

In the case of a competitive firm, marginal revenue is simply the price.
To see this, ask how much extra revenue a competitive firm gets when it
increases its output by Ay. We have

AR = pAy

since by hypothesis p doesn’t change. Thus the extra revenue per unit of
output is given by
AR
Ay =D
which is the expression for marginal revenue.
Thus a competitive firm will choose a level of output y where the marginal
cost that it faces at y is just equal to the market price. In symbols:

p=MC(y).

For a given market price, p, we want to find the level of output where
profits are maximal. If price is greater than marginal cost at some level of
output y, then the firm can increase its profits by producing a little more
output. For price greater than marginal costs means

——>0.
p Ay>

So increasing output by Ay means that

Ac
pAy — A—yAy > 0.

Simplifying we find that
pAy — Ac > 0,

which means that the increase in revenues from the extra output exceeds
the increase in costs. Thus profits must increase.

A similar argument can be made when price is less than marginal cost.
Then reducing output will increase profits, since the lost revenues are more
than compensated for by the reduced costs.

So at the optimal level of output, a firm must be producing where price
equals marginal costs. Whatever the level of the market price p, the firm
will choose a level of output y where p = MC(y). Thus the marginal cost
curve of a competitive firm is precisely its supply curve. Or put another
way, the market price is precisely marginal cost—as long as each firm is
producing at its profit-maximizing level.
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Marginal cost and supply. Although there are two levels of
output where price equals marginal cost, the profit-maximizing
quantity supplied can lie only on the upward-sloping part of the
marginal cost curve.

22.4 An Exception

Well ... maybe not precisely. There are two troublesome cases. The first
case is when there are several levels of output where price equals marginal
cost, such as the case depicted in Figure 22.2. Here there are two levels of
output where price equals marginal cost. Which one will the firm choose?

It is not hard to see the answer. Consider the first intersection, where
the marginal cost curve is sloping down. Now if we increase output a little
bit here, the costs of each additional unit of output will decrease. That’s
what it means to say that the marginal cost curve is decreasing. But the
market price will stay the same. Thus profits must definitely go up.

So we can rule out levels of output where the marginal cost curve slopes
downward. At those points an increase in output must always increase
profits. The supply curve of a competitive firm must lie along the upward-
sloping part of the marginal cost curve. This means that the supply curve
itself must always be upward sloping. The “Giffen good” phenomenon
cannot arise for supply curves.

Price equals marginal cost is a necessary condition for profit maximiza-
tion. It is not in general a sufficient condition. Just because we find a
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point where price equals marginal cost doesn’t mean that we’ve found the
maximum profit point. But if we find the maximum profit point, we know
that price must equal marginal cost.

22.5 Another Exception

This discussion is assuming that it is profitable to produce something.
After all it could be that the best thing for a firm to do is to produce zero
output. Since it is always possible to produce a zero level of output, we
have to compare our candidate for profit maximization with the choice of
doing nothing at all.

If a firm produces zero output it still has to pay its fixed costs, F'. Thus
the profits from producing zero units of output are just —F. The profits
from producing a level of output y are py — ¢,(y) — F. The firm is better
off going out of business when

—F > py —c,(y) — F,

that is, when the “profits” from producing nothing, and just paying the
fixed costs, exceed the profits from producing where price equals marginal
cost. Rearranging this equation gives us the shutdown condition:

AVC(y) = Cvg(Jy) > p.

If average variable costs are greater than p, the firm would be better off
producing zero units of output. This makes good sense, since it says that
the revenues from selling the output y don’t even cover the variable costs
of production, ¢,(y). In this case the firm might as well go out of business.
If it produces nothing it will lose its fixed costs, but it would lose even more
if it continued to produce.

This discussion indicates that only the portions of the marginal cost
curve that lie above the average variable cost curve are possible points on
the supply curve. If a point where price equals marginal cost is beneath
the average variable cost curve, the firm would optimally choose to produce
zero units of output.

We now have a picture for the supply curve like that in Figure 22.3. The
competitive firm produces along the part of the marginal cost curve that
is upward sloping and lies above the average variable cost curve.

EXAMPLE: Pricing Operating Systems

A computer requires an operating system in order to run, and most hard-
ware manufacturers sell their computers with the operating systems already
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Average variable cost and supply. The supply curve is the
upward-sloping part of the marginal cost curve that lies above
the average variable cost curve. The firm will not operate on
those points on the marginal cost curve below the average cost
curve since it could have greater profits (less losses) by shutting
down.

installed. In the early 1980s several operating system producers were fight-
ing for supremacy in the IBM-PC-compatible microcomputer market. The
common practice at that time was for the producer of the operating system
to charge the computer manufacturer for each copy of the operating system
that was installed on a microcomputer that it sold.

Microsoft Corporation offered an alternative plan in which the charge to
the manufacturer was based on the number of microcomputers that were
built by the manufacturer. Microsoft set their licensing fee low enough that
this plan was attractive to the producers.

Note the clever nature of Microsoft’s pricing strategy: once the contract
with a manufacturer was signed, the marginal cost of installing MS-DOS
on an already-built computer was zero. Installing a competing operating
system, on the other hand, could cost $50 to $100. The hardware manu-
facturer (and ultimately the user) paid Microsoft for the operating system,
but the structure of the pricing contract made MS-DOS very attractive
relative to the competition. As a result, Microsoft ended up being the de-
fault operating system installed on microcomputers and achieved a market
penetration of over 90 percent.



PROFITS AND PRODUCER’S SURPLUS 403

22.6 The Inverse Supply Function

We have seen that the supply curve of a competitive firm is determined by
the condition that price equals marginal cost. As before we can express
this relation between price and output in two ways: we can either think
of output as a function of price, as we usually do, or we can think of the
“inverse supply function” that gives price as a function of output. There
is a certain insight to be gained by looking at it in the latter way. Since
price equals marginal cost at each point on the supply curve, the market
price must be a measure of marginal cost for every firm operating in the
industry. A firm that produces a lot of output and a firm that produces
only a little output must have the same marginal cost, if they are both
maximizing profits. The total cost of production of each firm can be very
different, but the marginal cost of production must be the same.

The equation p = MC(y) gives us the inverse supply function: price as
a function of output. This way of expressing the supply curve can be very
useful.

22.7 Profits and Producer’s Surplus

Given the market price we can now compute the optimal operating posi-
tion for the firm from the condition that p = M C(y). Given the optimal
operating position we can compute the profits of the firm. In Figure 22.4
the area of the box is just p*y*, or total revenue. The area y*AC(y*) is
total costs since

yAC(y) = y=L = e(y).
Profits are simply the difference between these two areas.

Recall our discussion of producer’s surplus in Chapter 14. We defined
producer’s surplus to be the area to the left of the supply curve, in analogy
to consumer’s surplus, which was the area to the left of the demand curve.
It turns out that producer’s surplus is closely related to the profits of a firm.
More precisely, producer’s surplus is equal to revenues minus variable costs,
or equivalently, profits plus the fixed costs:

profits = py — ¢, (y) — F'
producer’s surplus = py — ¢, (y).

The most direct way to measure producer’s surplus is to look at the
difference between the revenue box and the box y*AVC(y*), as in Fig-
ure 22.5A. But there are other ways to measure producer’s surplus by
using the marginal cost curve itself.
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Profits. Profits are the difference between total revenue and
total costs, as shown by the colored rectangle.

We know from Chapter 21 that the area under the marginal cost curve
measures the total variable costs. This is true because the area under the
marginal cost curve is the cost of producing the first unit plus the cost of
producing the second unit, and so on. So to get producer’s surplus, we can
subtract the area under the marginal cost curve from the revenue box and
get the area depicted in Figure 22.5B.

Finally, we can combine the two ways of measuring producer’s surplus.
Use the “box” definition up to the point where marginal cost equals average
variable cost, and then use the area above the marginal cost curve, as
shown in Figure 22.5C. This latter way is the most convenient for most
applications since it is just the area to the left of the supply curve. Note
that this is consistent with definition of producer’s surplus given in Chapter
14.

We are seldom interested in the total amount of producer’s surplus; more
often it is the change in producer’s surplus that is of interest. The change
in producer’s surplus when the firm moves from output y* to output ¢’ will
generally be a trapezoidal shaped region like that depicted in Figure 22.6.

Note that the change in producer’s surplus in moving from y* to y’ is
just the change in profits in moving from y* to 3/, since by definition the
fixed costs don’t change. Thus we can measure the impact on profits of
a change in output from the information contained in the marginal cost
curve, without having to refer to the average cost curve at all.
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Producer’s surplus. Three equivalent ways to measure pro- Figure
ducer’s surplus. Panel A depicts a box measuring revenue minus 22.5
variable cost. Panel B depicts the area above the marginal cost

curve. Panel C uses the box up until output z (area R) and

then uses the area above the marginal cost curve (area T).

EXAMPLE: The Supply Curve for a Specific Cost Function

What does the supply curve look like for the example given in the last
chapter where c(y) = y* + 1?7 In that example the marginal cost curve
was always above the average variable cost curve, and it always sloped
upward. So “price equals marginal costs” gives us the supply curve directly.
Substituting 2y for marginal cost we get the formula

p=2y.

This gives us the inverse supply curve, or price as a function of output.
Solving for output as a function of price we have

as our formula for the supply curve. This is depicted in Figure 22.7.
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The change in producer’s surplus. Since the supply curve
coincides with the upward-sloping part of the marginal cost
curve, the change in producer’s surplus will typically have a
roughly trapezoidal shape.

If we substitute this supply function into the definition of profits, we can
calculate the maximum profits for each price p. Performing the calculation
we have:

7(p) = py — c(y)

£_<2)2_1
2 2

2
P

4

How do the maximum profits relate to producer’s surplus? In Figure 22.7
we see that producer’s surplus—the area to the left of the supply curve
between a price of zero and a price of p—will be a triangle with a base of
y = p/2 and a height of p. The area of this triangle is

2

()

Comparing this with the profits expression, we see that producer’s surplus
equals profits plus fixed costs, as claimed.
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A specific example of a supply curve. The supply curve
and producer’s surplus for the cost function c(y) = y* + 1.

22.8 The Long-Run Supply Curve of a Firm

The long-run supply function for the firm measures how much the firm
would optimally produce when it is allowed to adjust plant size (or whatever
factors are fixed in the short run). That is, the long-run supply curve will
be given by

p=MC(y) = MC(y, k(y)).

The short-run supply curve is given by price equals marginal cost at some
fixed level of k:
p=MC(y, k).

Note the difference between the two expressions. The short-run supply
curve involves the marginal cost of output holding k fixed at a given level
of output, while the long-run supply curve involves the marginal cost of
output when you adjust k£ optimally.

Now, we know something about the relationship between short-run and
long-run marginal costs: the short-run and the long-run marginal costs co-
incide at the level of output y* where the fixed factor choice associated with
the short-run marginal cost is the optimal choice, k*. Thus the short-run
and the long-run supply curves of the firm coincide at y*, as in Figure 22.8.

In the short run the firm has some factors in fixed supply; in the long
run these factors are variable. Thus, when the price of output changes, the

Figure
22.7
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The short-run and long-run supply curves. Typically the
long-run supply curve will be more elastic than the short-run
supply curve.

firm has more choices to adjust in the long run than in the short run. This
suggests that the long-run supply curve will be more responsive to price—
more elastic—than the short-run supply curve, as illustrated in Figure 22.8.

What else can we say about the long-run supply curve? The long run is
defined to be that time period in which the firm is free to adjust all of its
inputs. One choice that the firm has is the choice of whether to remain in
business. Since in the long run the firm can always get zero profits by going
out of business, the profits that the firm makes in long-run equilibrium have
to be at least zero:

py — C(y) Z 0)
which means
p> c(y)
y

This says that in the long run price has to be at least as large as average
cost. Thus the relevant part of the long-run supply curve is the upward-
sloping part of the marginal cost curve that lies above the long-run average
cost curve, as depicted in Figure 22.9.

This is completely consistent with the short-run story. In the long run
all costs are variable costs, so the short-run condition of having price above
average variable cost is equivalent to the long-run condition of having price
above average cost.
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The long-run supply curve. The long-run supply curve will
be the upward-sloping part of the long-run marginal cost curve
that lies above the average cost curve.

22.9 Long-Run Constant Average Costs

One particular case of interest occurs when the long-run technology of the
firm exhibits constant returns to scale. Here the long-run supply curve will
be the long-run marginal cost curve, which, in the case of constant average
cost, coincides with the long-run average cost curve. Thus we have the
situation depicted in Figure 22.10, where the long-run supply curve is a
horizontal line at ¢y, the level of constant average cost.

This supply curve means that the firm is willing to supply any amount of
output at p = ¢pin, an arbitrarily large amount of output at p > ¢y, and
zero output at p < cmin. When we think about the replication argument
for constant returns to scale this makes perfect sense. Constant returns
to scale implies that if you can produce 1 unit for cy;, dollars, you can
produce n units for ney, dollars. Therefore you will be willing to supply
any amount of output at a price equal to c¢pin, and an arbitrarily large
amount of output at any price greater than cpiy.

On the other hand, if p < cpin, so that you cannot break even supply-
ing even one unit of output, you will certainly not be able to break even
supplying n units of output. Hence, for any price less than ¢y, you will
want to supply zero units of output.

Figure
22.9
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Constant average costs. In the case of constant average
costs, the long-run supply curve will be a horizontal line.

Summary

1. The relationship between the price a firm charges and the output that
it sells is known as the demand curve facing the firm. By definition, a
competitive firm faces a horizontal demand curve whose height is deter-
mined by the market price—the price charged by the other firms in the
market.

2. The (short-run) supply curve of a competitive firm is that portion of its
(short-run) marginal cost curve that is upward sloping and lies above the
average variable cost curve.

3. The change in producer’s surplus when the market price changes from
p1 to po is the area to the left of the marginal cost curve between p; and
p2. It also measures the firm’s change in profits.

4. The long-run supply curve of a firm is that portion of its long-run mar-
ginal cost curve that is upward sloping and that lies above its long-run
average cost curve.
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REVIEW QUESTIONS

1. A firm has a cost function given by c(y) = 10y? + 1000. What is its
supply curve?

2. A firm has a cost function given by c(y) = 10y> + 1000. At what output
is average cost minimized?

3. If the supply curve is given by S(p) = 100 + 20p, what is the formula for
the inverse supply curve?

4. A firm has a supply function given by S(p) = 4p. Its fixed costs are 100.
If the price changes from 10 to 20, what is the change in its profits?

5. If the long-run cost function is ¢(y) = y?+ 1, what is the long-run supply
curve of the firm?

6. Classify each of the following as either technological or market con-
straints: the price of inputs, the number of other firms in the market, the
quantity of output produced, and the ability to produce more given the
current input levels.

7. What is the major assumption that characterizes a purely competitive
market?

8. In a purely competitive market a firm’s marginal revenue is always equal
to what? A profit-maximizing firm in such a market will operate at what
level of output?

9. If average variable costs exceed the market price, what level of output
should the firm produce? What if there are no fixed costs?

10. Is it ever better for a perfectly competitive firm to produce output even
though it is losing money? If so, when?

11. In a perfectly competitive market what is the relationship between the
market price and the cost of production for all firms in the industry?

APPENDIX

The discussion in this chapter is very simple if you speak calculus. The profit-
maximization problem is
max py - c(y)

such that y > 0.
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The necessary conditions for the optimal supply, y*, are the first-order condition
p—c(y)=0

and the second-order condition
—c'(y*) <0.

The first-order condition says price equals marginal cost, and the second-order
condition says that the marginal cost must be increasing. Of course this is pre-
suming that y* > 0. If price is less than average variable cost at y*, it will pay
the firm to produce a zero level of output. To determine the supply curve of a
competitive firm, we must find all the points where the first- and second-order
conditions are satisfied and compare them to each other—and to y = 0—and
pick the one with the largest profits. That’s the profit-maximizing supply.



CHAPTER 2 3

INDUSTRY
SUPPLY

We have seen how to derive a firm’s supply curve from its marginal cost
curve. But in a competitive market there will typically be many firms, so
the supply curve the industry presents to the market will be the sum of the
supplies of all the individual firms. In this chapter we will investigate the
industry supply curve.

23.1 Short-Run Industry Supply
We begin by studying an industry with a fixed number of firms, n. We let

Si(p) be the supply curve of firm 7, so that the industry supply curve,
or the market supply curve is

S(p) :ZSi(p),

which is the sum of the individual supply curves. Geometrically we take
the sum of the quantities supplied by each firm at each price, which gives
us a horizontal sum of supply curves, as in Figure 23.1.
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Y

The industry supply curve. The industry supply curve
(S1 + S3) is the sum of the individual supply curves (S; and
Sa).

23.2 Industry Equilibrium in the Short Run

In order to find the industry equilibrium we take this market supply curve
and find the intersection with the market demand curve. This gives us an
equilibrium price, p*.

Given this equilibrium price, we can go back to look at the individual
firms and examine their output levels and profits. A typical configuration
with three firms, A, B, and C, is illustrated in Figure 23.2. In this example,
firm A is operating at a price and output combination that lies on its
average cost curve. This means that

=)
y

Cross multiplying and rearranging, we have
py —c(y) = 0.
Thus firm A is making zero profits.

Firm B is operating at a point where price is greater than average cost:
p > ¢(y)/y, which means it is making a profit in this short-run equilibrium.
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Firm A Firm B Firm C

Short-run equilibrium. An example of a short-run equilib-
rium with three firms. Firm A is making zero profits, firm B is
making positive profits, and firm C is making negative profits,
that is, making a loss.

Firm C is operating where price is less than average cost, so it is making
negative profits, that is, making a loss.

In general, combinations of price and output that lie above the average
cost curve represent positive profits, and combinations that lie below rep-
resent negative profits. Even if a firm is making negative profits, it will still
be better for it to stay in business in the short run if the price and output
combination lie above the average variable cost curve. For in this case, it
will make less of a loss by remaining in business than by producing a zero
level of output.

23.3 Industry Equilibrium in the Long Run

In the long run, firms are able to adjust their fixed factors. They can
choose the plant size, or the capital equipment, or whatever to maximize
their long-run profits. This just means that they will move from their
short-run to their long-run cost curves, and this adds no new analytical
difficulties: we simply use the long-run supply curves as determined by the
long-run marginal cost curve.

However, there is an additional long-run effect that may occur. If a firm
is making losses in the long run, there is no reason to stay in the industry, so
we would expect to see such a firm ezit the industry, since by exiting from
the industry, the firm could reduce its losses to zero. This is just another
way of saying that the only relevant part of a firm’s supply curve in the
long run is that part that lies on or above the average cost curve—since
these are locations that correspond to nonnegative profits.

Figure
23.2
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Similarly, if a firm is making profits we would expect entry to occur. Af-
ter all, the cost curve is supposed to include the cost of all factors necessary
to produce output, measured at their market price (i.e., their opportunity
cost). If a firm is making profits in the long run it means that anybody
can go to market, acquire those factors, and produce the same amount of
output at the same cost.

In most competitive industries there are no restrictions against new firms
entering the industry; in this case we say the industry exhibits free entry.
However, in some industries there are barriers to entry, such as licenses
or legal restrictions on how many firms can be in the industry. For example,
regulations on the sales of alcohol in many states prevent free entry to the
retail liquor industry.

The two long-run effects—acquiring different fixed factors and the entry
and exit phenomena—are closely related. An existing firm in an indus-
try can decide to acquire a new plant or store and produce more output.
Or a new firm may enter the industry by acquiring a new plant and pro-
ducing output. The only difference is in who owns the new production
facilities.

Of course as more firms enter the industry—and firms that are losing
money exit the industry—the total amount produced will change and lead
to a change in the market price. This in turn will affect profits and the
incentives to exit and enter. What will the final equilibrium look like in an
industry with free entry?

Let’s examine a case where all firms have identical long-run cost func-
tions, say, ¢(y). Given the cost function we can compute the level of out-
put where average costs are minimized, which we denote by y*. We let
p* = ¢(y*)/y* be the minimum value of average cost. This cost is signifi-
cant because it is the lowest price that could be charged in the market and
still allow firms to break even.

We can now graph the industry supply curves for each different number
of firms that can be in the market. Figure 23.3 illustrates the industry
supply curves if there are 1,...,4 firms in the market. (We are using 4
firms only for purposes of an example; in reality, one would expect there
to be many more firms in a competitive industry.) Note that since all
firms have the same supply curve, the total amount supplied if 2 firms
are in the market is just twice as much as when 1 firm is the market, the
supply when 3 firms are in the market is just three times as much, and so
on.

Now add two more lines to the diagram: a horizontal line at p*, the min-
imum price consistent with nonnegative profits, and the market demand
curve. Consider the intersections of the demand curve and the supply
curves for n = 1,2,... firms. If firms enter the industry when positive
profits are being made, then the relevant intersection is the lowest price
consistent with nonnegative profits. This is denoted by p’ in Figure 23.3,
and it happens to occur when there are three firms in the market. If one
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Industry supply curves with free entry. Supply curves for
1,...,4 firms. The equilibrium price, p’, occurs at the lowest
possible intersection of demand and supply such that p’ > p*.

more firm enters the market, profits are pushed to be negative. In this
case, the maximum number of competitive firms this industry can support
is three.

23.4 The Long-Run Supply Curve

The construction given in the last section—draw the industry supply curves
for each possible number of firms that could be in the market and then look
for the largest number of firms consistent with nonnegative profits—is per-
fectly rigorous and easy to apply. However, there is a useful approximation
that usually gives something very close to the right answer.

Let’s see if there is some way to construct one industry supply curve out
of the n curves we have above. The first thing to note is that we can rule
out all of the points on the supply curve that are below p*, since those can
never be long-run operating positions. But we can also rule out some of
the points on the supply curves above p*.

We typically assume that the market demand curve is downward slop-
ing. The steepest possible demand curve is therefore a vertical line. This
implies that points like A in Figure 23.3 would never be observed—for any
downward-sloping demand curve that passed through A would also have
to intersect a supply curve associated with a larger number of firms, as

Figure
23.3
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shown by the hypothetical demand curve D" passing through the point A
in Figure 23.3.

Thus we can eliminate a portion of each supply curve from being a possi-
ble long-run equilibrium position. Every point on the one-firm supply curve
that lies to the right of the intersection of the two-firm supply curve and
the line determined by p* cannot be consistent with long-run equilibrium.
Similarly, every point on the two-firm supply curve that lies to the right of
the intersection of the three-firm supply curve with the p* line cannot be
consistent with long-run equilibrium . .. and every point on the n-firm sup-
ply curve that lies to the right of the intersection of the n + 1-firm supply
curve with the p* line cannot be consistent with equilibrium.

The parts of the supply curves on which the long-run equilibrium can
actually occur are indicated by the black line segments in Figure 23.4. The
nt? black line segment shows all the combinations of prices and industry
output that are consistent with having n firms in long-run equilibrium.
Note that these line segments get flatter and flatter as we consider larger
and larger levels of industry output, involving more and more firms in the
industry.

S S,
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Y

The long-run supply curve. We can eliminate portions
of the supply curves that can never be intersections with a
downward-sloping market demand curve in the long run, such
as the points on each supply curve to the right of the dotted
lines.
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Why do these curves get flatter? Think about it. If there is one firm
in the market and the price goes up by Ap, it will produce, say, Ay more
output. If there are n firms in the market and the price goes up by Ap,
each firm will produce Ay more output, so we will get nAy more output in
total. This means that the supply curve will be getting flatter and flatter
as there are more and more firms in the market, since the supply of output
will be more and more sensitive to price.

By the time we get a reasonable number of firms in the market, the
slope of the supply curve will be very flat indeed. Flat enough so that it is
reasonable to take it as having a slope of zero—that is, as taking the long-
run industry supply curve to be a flat line at price equals minimum average
cost. This will be a poor approximation if there are only a few firms in the
industry in the long run. But the assumption that a small number of firms
behave competitively will also probably be a poor approximation! If there
are a reasonable number of firms in the long run, the equilibrium price
cannot get far from minimum average cost. This is depicted in Figure 23.5.

PRICE

Actual
supply

Approximate
supply curve
p* =minAC

QUANTITY

Approximate long-run supply curve. The long-run sup-
ply curve will be approximately flat at price equals minimum
average cost.

This result has the important implication that in a competitive industry
with free entry, profits cannot get very far from zero. If there are significant
levels of profits in an industry with free entry, it will induce other firms to

Figure
23.5
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enter that industry and thereby push profits toward zero.

Remember, the correct calculation of economic costs involves measuring
all factors of production at their market prices. As long as all factors are
being measured and properly priced, a firm earning positive profits can
be exactly duplicated by anyone. Anyone can go to the open market and
purchase the factors of production necessary to produce the same output
in the same way as the firm in question.

In an industry with free entry and exit, the long-run average cost curve
should be essentially flat at a price equal to the minimum average cost. This
is just the kind of long-run supply curve that a single firm with constant
returns to scale would have. This is no accident. We argued that constant
returns to scale was a reasonable assumption since a firm could always
replicate what it was doing before. But another firm could replicate it as
well! Expanding output by building a duplicate plant is just like a new
firm entering the market with duplicate production facilities. Thus the
long-run supply curve of a competitive industry with free entry will look
like the long-run supply curve of a firm with constant returns to scale: a
flat line at price equals minimum average cost.

EXAMPLE: Taxation in the Long Run and in the Short Run

Consider an industry that has free entry and exit. Suppose that initially it
is in a long-run equilibrium with a fixed number of firms, and zero profits,
as depicted in Figure 23.6. In the short run, with a fixed number of firms,
the supply curve of the industry is upward sloping, while in the long run,
with a variable number of firms, the supply curve is flat at price equals
minimum average cost.

What happens when we put a tax on this industry? We use the geometric
analysis discussed in Chapter 16: in order to find the new price paid by
the demanders, we shift the supply curve up by the amount of the tax.

In general, the consumers will face a higher price and the producers will
receive a lower price after the tax is imposed. But the producers were just
breaking even before the tax was imposed; thus they must be losing money
at any lower price. These economic losses will encourage some firms to
leave the industry. Thus the supply of output will be reduced, and the
price to the consumers wi